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21.1 Introduction

Designing a cellular network is a challenging task that invites engineers to exercise all of their knowl-
edge in telecommunications. Although it may not be necessary to work as an expert in all of the
fields, the interrelationship among the areas involved impels the designer to naturally search for a
deeper understanding of the main phenomena. In other words, the time for segregation, when radio
engineers and traffic engineers would not talk to each other, at least through a common vocabulary,
is probably gone.

A great many aspects must be considered in a cellular network planning. The main ones include
the following.

Radio Propagation: Here the topography and the morphology of the terrain, the urban-
ization factor and the clutter factor of the city, and some other aspects of the target geographical
region under investigation will constitute the input data for the radio coverage design.

Frequency Regulation and Planning: In most countries there is a centralized organization,
usually performed by a government entity, regulating the assignment and use of the radio spectrum.
The frequency planning within the assigned spectrum should then be made so that interferences are
minimized and the traffic demand is satisfied.
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Modulation: As far as analog systemsare concerned, thenarrowbandFMiswidelyuseddue
to its remarkable performance in the presence of fading. The North American Digital Cellular Stan-
dard IS-54 proposes the π/4 differential quadrature phase-shift keying (π/4 DQPSK) modulation,
whereas the Global Standard for Mobile Communications (GSM) establishes the use of the Gaussian
minimum-shift keying (GMSK).

Antenna Design: To cover large areas and for low-traffic applications omnidirectional an-
tennas are recommended. Some systems at their inception may have these characteristics, and the
utilization of omnidirectional antennas certainly keeps the initial investment low. As the traffic de-
mand increases, the use of some sort of capacity enhancement technique to meet the demand, such
as replacing the omnidirectional by directional antennas, is mandatory.

Transmission Planning: The structure of the channels, both for signalling and voice, is one
of the aspects tobe considered in this topic. Other aspects include theperformanceof the transmission
components (power capacity, noise, bandwidth, stability, etc.) and the design or specification of
transmitters and receivers.

Switching Exchange: In most cases this consists of adapting the existing switching network
for mobile radio communications purposes.

Teletraffic: For a given grade of service and number of channels available, how many
subscribers can be accommodated into the system? What is the proportion of voice and signalling
channels?

SoftwareDesign: With the use of microprocessors throughout the system there are software
applications in the mobile unit, in the base station, and in the switching exchange.

Other aspects, such as human factors, economics, etc., will also influence the design.
This chapter outlines the aspects involving the basic design steps in cellular network planning.

Topics, such as traffic engineering, cell coverage, and interference, will be covered, and application
examples will be given throughout the section so as to illustrate the main ideas. We start by recalling
the basic concepts including cellular principles, performance measures and system requirements, and
system expansion techniques.

21.2 Cellular Principles

The basic idea of the cellular concept is frequency reuse in which the same set of channels can be reused
in different geographical locations sufficiently apart from each other so that cochannel interference
be within tolerable limits. The set of channels available in the system is assigned to a group of cells
constituting the cluster. Cells are assumed to have a regular hexagonal shape and the number of cells
per cluster determines the repeat pattern. Because of the hexagonal geometry only certain repeat
patterns can tessellate. The number N of cells per cluster is given by

N = i2 + ij + j2 (21.1)

where i and j are integers. From Eq. (21.1) we note that the clusters can accommodate only certain
numbers of cells such as 1, 3, 4, 7, 9, 12, 13, 16, 19, 21, . . . , the most common being 4 and 7. The
number of cells per cluster is intuitively related with system capacity as well as with transmission
quality. The fewer cells per cluster, the larger the number of channels per cell (higher traffic carrying
capacity) and the closer the cocells (potentially more cochannel interference). An important param-
eter of a cellular layout relating these entities is the D/R ratio, where D is the distance between cocells
and R is the cell radius. In a hexagonal geometry it is found that

D/R = √
3N (21.2)
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21.3 Performance Measures and System Requirements

Two parameters are intimately related with the grade of service of the cellular systems: carrier-to-
cochannel interference ratio and blocking probability.

A high carrier-to-cochannel interference ratio in connection with a low-blocking probability is
the desirable situation. This can be accomplished, for instance, in a large cluster with a low-traffic
condition. In such a case the required grade of service can be achieved, although the resources may
not be efficiently utilized. Therefore, a measure of efficiency is of interest. The spectrum efficiency
ηs expressed in erlang per square meter per hertz, yields a measure of how efficiently space, frequency,
and time are used, and it is given by

ηs = number of reuses

coverage area
× number of channels

bandwidth available
× time the channel is busy

total time of the channel

Another measure of interest is the trunking efficiency in which the number of subscribers per
channel is obtained as a function of the number of channels per cell for different values of blocking
probability. As an example, assume that a cell operates with 40 channels and that the mean blocking
probability is required to be 5%. Using the erlang-B formula (refer to the Traffic Engineering section
of this chapter), the traffic offered is calculated as 34.6 erlang. If the traffic per subscriber is assumed to
be 0.02 erl, a total of 34.6/0.02 = 1730 subscribers in the cell is found. In other words, the trunking
efficiency is 1730/40 = 43.25 subscribers per channel in a 40-channel cell. Simple calculations show
that the trunking efficiency decreases rapidly when the number of channels per cell falls below 20.

The basic specifications require cellular services to be offered with a fixed telephone network
quality. Blocking probability should be kept below 2%. As for the transmission aspect, the aim is
to provide good quality service for 90% of the time. Transmission quality concerns the following
parameters:

• Signal-to-cochannel interference (S/Ic) ratio

• Carrier-to-cochannel interference ratio (C/Ic)

• Signal plus noise plus distortion-to-noise plus distortion (SINAD) ratio

• Signal-to-noise (S/N) ratio

• Adjacent channel interference selectivity (ACS)

The S/Ic is a subjective measure, usually taken to be around 17 dB. The corresponding C/Ic

depends on the modulation scheme. For instance, this is around 8 dB for 25-kHz FM, 12 dB for
12.5-kHz FM, and 7 dB for GMSK, but the requirements may vary from system to system. A common
figure for SINAD is 12 dB for 25-kHz FM. The minimum S/N requirement is 18 dB, whereas ACS is
specified to be no less than 70 dB.

21.4 System Expansion Techniques

The obvious and most common way of permitting more subscribers into the network is by allowing
a system performance degradation but within acceptable levels. The question is how to objectively
define what is acceptable. In general, the subscribers are more likely to tolerate a poor quality service
rather than not having the service at all. Some alternative expansion techniques, however, do exist
that can be applied to increase the system capacity. The most widely known are as follows.

Adding New Channels: In general, when the system is set up not all of the channels need
be used, and growth and expansion can be planned in an orderly manner by utilizing the channels
that are still available.
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FrequencyBorrowing: If somecells becomemoreoverloaded thanothers, itmaybepossible
to reallocate channels by transferring frequencies so that the traffic demand can be accommodated.

Change of Cell Pattern: Smaller clusters can be used to allow more channels to attend a
bigger traffic demand at the expense of a degradation of the transmission quality.

Cell Splitting: By reducing the size of the cells, more cells per area, and consequently more
channels per area, are used with a consequent increase in traffic capacity. A radius reduction by a
factor of f reduces the coverage area and increases the number of base stations by a factor of f 2. Cell
splitting usually takes place at the midpoint of the congested areas and is so planned in order that the
old base stations are kept.

Sectorization: A cell is divided into a number of sectors, three and six being the most
common arrangements, each of which is served by a different set of channels and illuminated by a
directional antenna. The sector, therefore, can be considered as a new cell. The base stations can
be located either at the center or at the corner of the cell. The cells in the first case are referred to
as center-excited cells and in the second as corner-excited cells. Directional antennas cut down the
cochannel interference, allowing the cocells to be more closely spaced. Closer cell spacing implies
smaller D/R ratio, corresponding to smaller clusters, i.e., higher capacity.

Channel Allocation Algorithms: The efficient use of channels determines the good perfor-
mance of the system and can be obtained by different channel assignment techniques. The most
widely used algorithm is based on fixed allocation. Dynamic allocation strategies may give better
performance but are very dependent on the traffic profile and are usually difficult to implement.

21.5 Basic Design Steps

Engineering a cellular system to meet the required objectives is not a straightforward task. It demands
a great deal of information, such as market demographics, area to be served, traffic offered, and other
data not usually available in the earlier stages of system design. As the network evolves, additional
statistics will help the system performance assessment and replanning. The main steps in a cellular
system design are as follows.

Definition of the Service Area: In general, the responsibility for this step of the project
lies on the operating companies and constitutes a tricky task, because it depends on the market
demographics and, consequently, on how much the company is willing to invest.

Definition of the Traffic Profile: As before, this step depends on the market demographics
and is estimated by taking into account the number of potential subscribers within the service area.

Choice of Reuse Pattern: Given the traffic distribution and the interference requirements
a choice of the reuse pattern is carried out.

Location of the Base Stations: The location of the first base station constitutes an important
step. A significant parameter to be taken into account in this is the relevance of the region to be served.
The base station location is chosen so as to be at the center of or as close as possible to the target
region. Data, such as available infrastructure and land, as well as local regulations are taken into
consideration in this step. The cell radius is defined as a function of the traffic distribution. In
urban areas, where the traffic is more heavily concentrated, smaller cells are chosen so as to attend
the demand with the available channels. In suburban and in rural areas, the radius is chosen to be
large because the traffic demand tends to be small. Once the placement of the first base station has
been defined, the others will be accommodated in accordance with the repeat pattern chosen.

Radio Coverage Prediction: Given the topography and the morphology of the terrain, a
radio prediction algorithm, implemented in the computer, can be used to predict the signal strength in
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the geographic region. An alternative to this relies on field measurements with the use of appropriate
equipment. The first option is usually less costly and is widely used.

Design Checkup: At this point it is necessary to check whether or not the parameters with
which the system has been designed satisfy the requirements. For instance, it may be necessary to
re-evaluate the base station location, the antenna height, etc., so that better performance can be
attained.

Field Measurements: For a better tuning of the parameters involved, field measurements
(radio survey) should be included in the design. This can be carried out with transmitters and towers
provisionally set up at the locations initially defined for the base station.

The cost assessment may require that a redesign of the system should be carried out.

21.6 Traffic Engineering

The starting point for engineering the traffic is the knowledge of the required grade of service. This
is usually specified to be around 2% during the busy hour. The question lies on defining the busy
hour. There are usually three possible definitions: (1) busy hour at the busiest cell, (2) system busy
hour, and (3) system average over all hours.

The estimate of the subscriber usage rate is usually made on a demographic basis from which the
traffic distribution can be worked out and the cell areas identified. Given the repeat pattern (cluster
size), the cluster with the highest traffic is chosen for the initial design. The traffic A in each cell
is estimated and, with the desired blocking probability E(A, M), the erlang-B formula as given by
Eq. (21.3) is used to determine the number of channels per cell, M

E(M, A) = AM/M!
M∑

i=0

Ai/i!
(21.3)

In case the total number of available channels is not large enough to provide the required grade of
service, the area covered by the cluster should be reduced in order to reduce the traffic per cell. In
such a case, a new study on the interference problems must be carried out. The other clusters can
reuse the same channels according to the reuse pattern. Not all channels need be provided by the
base stations of those cells where the traffic is supposedly smaller than that of the heaviest loaded
cluster. They will eventually be used as the system grows.

The traffic distribution varies in time and space, but it is commonly bell shaped. High concen-
trations are found in the city center during the rush hour, decreasing toward the outskirts. After
the busy hour and toward the end of the day, this concentration changes as the users move from the
town center to their homes. Note that because of the mobility of the users handoffs and roaming are
always occurring, reducing the channel holding times in the cell where the calls are generated and
increasing the traffic in the cell where the mobiles travel. Accordingly, the erlang-B formula is, in fact,
a rough approximation used to model the traffic process in this ever-changing environment. A full
investigation of the traffic performance in such a dynamic system requires all of the phenomena to
be taken into account, making any traffic model intricate. Software simulation packages can be used
so as to facilitate the understanding of the main phenomena as well as to help system planning. This
is a useful alternative to the complex modeling, typically present in the analysis of cellular networks,
where closed-form solutions are not usually available

On the other hand, conventional traffic theory, in particular, the erlang-B formula, is a handy tool
widely used in cellular planning. At the inception of the system the calculations are carried out based
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on the best available traffic estimates, and the system capacity is obtained by grossly exaggerating
the calculated figures. With the system in operation some adjustments must be made so that the
requirements are met.

The approach just mentioned assumes the simplest channel assignment algorithm: the fixed
allocation. It has the maximum spatial efficiency in channel reuse, since the channels are always
assigned at the minimum reuse distance. Moreover, because each cell has a fixed set of channels, the
channel assignment control for the calls can be distributed among the base stations.

The main problem of fixed allocation is its inability to deal with the alteration of the traffic pattern.
Because of the mobility of the subscribers, some cells may experience a sudden growth in the traffic
offered, with a consequent deterioration of the grade of service, whereas other cells may have free
channels that cannot be used by the congested cells.

Apossible solution for this is theuseofdynamicchannel allocationalgorithms inwhich thechannels
are allocated on a demand basis There is an infinitude of strategies using the dynamic assignment
principles, but they are usually complex to implement. An interim solution can be exercised if the
change of the traffic pattern is predictable. For instance, if a region is likely to have an increase of the
traffic on a given day (say, a football stadium on a match day), a mobile base station can be moved
toward such a region in order to alleviate the local base.

Another specific solution uses the traffic available at the boundary between cells that may well
communicate with more than one base station. In this case, a call that is blocked in its own cell can
be directed to the neighboring cell to be served by its base station. This strategy, called directed retry,
is known to substantially improve the traffic capacity. On the other hand, because channels with
marginally acceptable transmission quality may be used, an increase in the interference levels, both
for adjacent channel and cochannel, can be expected. Moreover, subscribers with radio access only
to their own base will experience an increase in blocking probability.

21.7 Cell Coverage

The propagation of energy in a mobile radio environment is strongly influenced by several factors, in-
cluding the natural and artificial relief, propagation frequency, antenna heights, and others. A precise
characterization of the signal variability in this environment constitutes a hard task. Deterministic
methods, such as those described by the free space, plane earth, and knife-edge diffraction propagation
models, are restricted to very simple situations. They are useful, however, in providing the basic
mechanisms of propagation. Empirical methods, such as those proposed by many researchers (e.g.,
[1, 4, 5, 8]; and others), use curves and/or formulas based on field measurements, some of them
including deterministic solutions with various correction factors to account for the propagation fre-
quency, antenna height, polarization, type of terrain, etc. Because of the random characteristics of
the mobile radio signal, however, a single deterministic treatment of this signal will certainly lead
the problem to a simplistic solution. Therefore, we may treat the signal on a statistical basis and
interpret the results as random events occurring with a given probability. The cell coverage area is
then determined as the proportion of locations where the received signal is greater than a certain
threshold considered to be satisfactory.

Suppose that at a specified distance from the base station the mean signal strength is considered
to be known. Given this we want to determine the cell radius such that the mobiles experience a
received signal above a certain thresholdwith a stipulatedprobability. Themean signal strength canbe
determined either by any of the prediction models or by field measurements. As for the statistics of the
mobile radio signal, five distributions are widely accepted today: lognormal, Rayleigh, Suzuki [11],
Rice, and Nakagami. The lognormal distribution describes the variation of the mean signal level
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(large-scale variations) for points having the same transmitter–receiver antennas separation, whereas
the other distributions characterize the instantaneous variations (small-scale variations) of the signal.
In the calculations that follow we assume a lognormal environment. The other environments can be
analyzed in a like manner; although this may not be of interest if some sort of diversity is implemented,
because then the effects of the small-scale variations are minimized.

21.7.1 Propagation Model

Define mw and k as the mean powers at distances x and x0, respectively, such that

mw = k

(
x

x0

)−α

(21.4)

where α is the path loss coefficient. Expressed in decibels, Mw = 10 logmw , K = 10 logk and

Mw = K − 10αlog

(
x

x0

)
(21.5)

Define the received power as w = v2/2, where v is the received envelope. Let p(W) be the proba-
bility density function of the received power W , where W = 10 logw. In a lognormal environment,
v has a lognormal distribution and

p(W) = 1√
2πσw

exp

(
− (W − Mw)2

2σ 2
w

)
(21.6)

where MW is the mean and σw is the standard deviation, all given in decibels. Define wT and
WT = 10 logwT as the threshold above which the received signal is considered to be satisfactory.
The probability that the received signal is below this threshold is its probability distribution function
P(WT ), such that

P(WT ) =
∫ WT

−∞
p(W) dW = 1

2
+ 1

2
erf

[
(WT − MW)2

2σ 2
w

]
(21.7)

where erf( ) is the error function defined as

erf (y) = 2√
π

∫ y

0
exp

(
−t2

)
dt (21.8)

21.7.2 Base Station Coverage

The problem of estimating the cell area can be approached in two different ways. In the first approach,
we may wish to determine the proportion β of locations at x0 where the received signal power w is
above the threshold power wT . In the second approach, we may estimate the proportion µ of the
circular area defined by x0 where the signal is above this threshold. In the first case, this proportion
is averaged over the perimeter of the circumference (cell border); whereas in the second approach,
the average is over the circular area (cell area).

The proportion β equals the probability that the signal at x0 is greater than this threshold. Hence,

β = prob (W ≥ WT ) = 1 − P (WT ) (21.9)
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Using Eqs. (21.5) and (21.7) in Eq. (21.9) we obtain

β = 1

2
− 1

2
erf

[
WT − K + 10α log(x/x0)√

2σw

]
(21.10)

This probability is plotted in Fig. 21.1, for x = x0 (cell border).

FIGURE 21.1: Proportion of locations where the received signal is above a given threshold; the
dashdot line corresponds to the β approach and the other lines to the µ approach.

Let prob(W ≥ WT ) be the probability of the received power W being above the threshold WT

within an infinitesimal area dS. Accordingly, the proportion µ of locations within the circular area
S experiencing such a condition is

µ = 1

S

∫
S

[1 − P (WT )] dS (21.11)

where S = πr2 and dS = x dxdθ . Note that 0 ≤ x ≤ x0 and 0 ≤ θ ≤ 2π . Therefore, solving for
dθ , we obtain

µ = 2
∫ 1

0
uβ du (21.12)

where u = x/x0 is the normalized distance.
Inserting Eq. (21.10) in Eq. (21.12) results in

µ = 0.5

{
1 + erf (a) + exp

(
2ab + 1

b2

)[
1 − erf

(
ab + 1

b

)]}
(21.13)

where a = (K − WT )/
√

2σw and b = 10α log(e)/
√

2σw .
These probabilities are plotted in Fig. 21.1 for different values of standard deviation and path loss

coefficients.
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21.7.3 Application Examples

From the theory that has been developed it can be seen that the parameters affecting the probabilities
β and µ for cell coverage are the path loss coefficient α, the standard deviation σw , the required
threshold WT , and a certain power level K , measured or estimated at a given distance from the base
station.

The applications that follow are illustrated for two different standard deviations: σw = 5 dB and
σw = 8 dB. We assume the path loss coefficient to be α = 4 (40 dB/decade), the mobile station
receiver sensitivity to be −116 dB (1 mW), and the power level estimated at a given distance from
the base station as being that at the cell border, K = −102dB (1 mW). The receiver is considered
to operate with a SINAD of 12 dB for the specified sensitivity. Assuming that cochannel interference
levels are negligible and given that a signal-to-noise ratio S/N of 18 dB is required, the threshold WT

will be −116 dB (1 mW) + (18− 12) dB (1 mW) = −110dB (1 mW).
Three cases will be explored as follows.

Case 1: We want to estimate the probabilities β and µ that the received signal exceeds the
given threshold 1) at the border of the cell, probability β and 2) within the area delimited by the cell
radius, probability µ.

Case 2: It may be interesting to estimate the cell radius x0 such that the received signal
be above the given threshold with a given probability (say 90%) (1) at the perimeter of the cell and
(2) within the cell area. This problem implies the calculation of the mean signal strength K at the
distance x0 (the new cell border) of the base station. Given K and given that at a distance x0 (the
former cell radius) the mean signal strength Mw is known [note that in this case Mw = −102dB (1
mW)], the ratio x0/x can be estimated.

Case 3: To fulfill the coverage requirement, rather than calculating the new cell radius,
as in Case 2, a signal strength at a given distance can be estimated such that a proportion of the
locations at this distance, proportion β, or within the area delimited by this distance, proportion µ,
will experience a received signal above the required threshold. This corresponds to calculating the
value of the parameter K already carried out in Case 2 for the various situations.

The calculation procedures are now detailed for σw = 5dB. Results are also shown for σw = 8dB.

Case 1: Using the given parameters we obtain (WT − K)/σw = −1.6. With this value in
Fig. 21.1, we obtain the probability that the received signal exceeds−116 dB (1 mW) forS/N = 18dB
given that at the cell border the mean signal power is −102 dB (1 mW) given in Table 21.1.

TABLE 21.1 Case 1 Coverage Probability
Standard Deviation, β Approach µ Approach
dB (Border Coverage), % (Area Coverage), %

5 97 100

8 84 95

Note, from Table 21.1, that the signal at the cell border exceeds the receiver sensitivity with 97%
probability for σw = 5 dB and with 84% probability for σw = 8 dB. If, on the other hand, we are
interested in the area coverage rather than in the border coverage, then these figures change to 100%
and 95%, respectively.
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Case 2: From Fig. 21.1, with β = 90% we find (WT − K)/σw = −1.26. Therefore,
K = −103.7 dB (1 mW). Because Mw − K = −10α log(x/x0), then x0/x = 1.10. Again, from
Fig. 21.1, with µ = 90%we find (WT −K)/σw = −0.48, yielding K = −107.6dB (1 mW). Because
Mw − K = −10α log(x/x0), then x0/x = 1.38. These results are summarized in Table 21.2, which
shows the normalized radius of a cell where the received signal power is above −116 dB (1 mW) with
90% probability for S/N = 18 dB, given that at a reference distance from the base station (the cell
border) the received mean signal power is −102 dB (1 mW).

TABLE 21.2 Case 2 Normalized Radius
Standard Deviation, β Approach µ Approach
dB (Border Coverage) (Area Coverage)

5 1.10 1.38

8 0.88 1.27

Note, from Table 21.2, that in order to satisfy the 90% requirement at the cell border the cell radius
can be increased by 10% for σw = 5 dB. If, on the other hand, for the same standard deviation the
90% requirement is to be satisfied within the cell area, rather than at the cell border, a substantial gain
in power is achieved. In this case, the cell radius can be increased by a factor of 1.38. For σw = 8 dB
and 90% coverage at the cell border, the cell radius should be reduced to 88% of the original radius.
For area coverage, an increase of 27% of the cell radius is still possible.

Case 3: The values of the mean signal power K are taken from Case 2 and shown in
Table 21.3, which shows the signal power at the cell border such that 90% of the locations will
experience a received signal above −116 dB for S/N = 18dB.

TABLE 21.3 Case 3 Signal Power
β Approach µ Approach

Standard Deviation (Border Coverage), (Area Coverage),
dB dB (1 mW) dB (1 mW)

5 −103.7 −107.6

8 −99.8 −106.2

21.8 Interference

Radio-frequency interference is one of the most important issues to be addressed in the design,
operation, and maintenance of mobile communication systems. Although both intermodulation
and intersymbol interferences also constitute problems to account for in system planning, a mobile
radio system designer is mainly concerned about adjacent-channel and cochannel interferences.

21.8.1 Adjacent Channel Interference

Adjacent-channel interference occurs due to equipment limitations, such as frequency instability,
receiver bandwidth, filtering, etc. Moreover, because channels are kept very close to each other for
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maximum spectrum efficiency, the random fluctuation of the signal, due to fading and near–far
effect, aggravates this problem.

Somesimple, butefficient, strategies areused toalleviate theeffectsof adjacent channel interference.
In narrowband systems, the total frequency spectrum is split into two halves so that the reverse
channels, composing the uplink (mobile to base station) and the forward channels, composing the
downlink (base station to mobile), can be separated by half of the spectrum. If other services can be
inserted between the two halves, then a greater frequency separation, with a consequent improvement
in the interference levels, is accomplished. Adjacent channel interference can also be minimized by
avoiding the use of adjacent channels within the same cell. In the same way, by preventing the use
of adjacent channels in adjacent cells a better performance is achieved. This strategy, however, is
dependent on the cellular pattern. For instance, if a seven-cell cluster is chosen, adjacent channels
are inevitably assigned to adjacent cells.

21.8.2 Cochannel Interference

Undoubtedly the most critical of all interferences that can be engineered by the designer in cellular
planning is cochannel interference. It arises in mobile radio systems using cellular architecture
because of the frequency reuse philosophy.

A parameter of interest to assess the system performance in this case is the carrier-to-cochannel
interference ratio C/Ic. The ultimate objective of estimating this ratio is to determine the reuse
distance and, consequently, the repeat pattern. The C/Ic ratio is a random variable, affected by
random phenomena such as (1) location of the mobile, (2) fading, (3) cell site location, (4) traffic
distribution, and others. In this subsection we shall investigate the outage probability, i.e., the
probability of failing to achieve adequate reception of the signal due to cochannel interference. This
parameter will be indicated by p(CI). As can be inferred, this is intrinsically related to the repeat
pattern.

Cochannel interference will occur whenever the wanted signal does not simultaneously exceed the
minimum required signal level s0 and the n interfering signals, i1, i2, . . . , in, by some protection
ratio r . Consequently, the conditional outage probability, given n interferers, is

p (CI | n) = 1 −
∫ ∞

s0

p(s)

∫ s/r

0
p (i1)

∫ (s/r)−i1

0
p (i2) · · ·

×
∫ (s/r)−i1−···−in−1

0
p (in) din · · · di2 di1 ds (21.14)

The total outage probability can then be evaluated by

p(CI) =
∑
n

p (CI | n) p(n) (21.15)

where p(n) is the distribution of the number of active interferers.
In the calculations that follow we shall assume an interference-only environment, i.e., s0 = 0, and

the signals to be Rayleigh faded. In such a fading environment the probability density function of
the signal-to-noise ratio x is given by

p(x) = 1

xm

exp

(
− x

xm

)
(21.16)

where xm is the mean signal-to-noise ratio. Note that x = s and xm = sm for the wanted signal,
and x = ij and xm = imj for the interfering signal j , with sm and imj being the mean of s and ij ,
respectively.
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By using the density of Eq. (21.16) in Eq. (21.14) we obtain

p (CI | n) =
n∑

j=1

j∏
k=1

zk

1 + zk

(21.17)

where zk = rsm/imk

If the interferers are assumed to be equal, i.e., zk = z for k = 1, 2, . . . , n, then

p (CI | n) = 1 −
(

z

1 + z

)n

(21.18)

Define Z = 10 logz, Sm = 10 logsm, Im = 10 logim, and Rr = 10 logr . Then, Z = Sm − (Im +
Rr). Equation (21.18) is plotted in Fig. 21.2 as a function of Z for n = 1 and n = 6, for the situation
in which the interferers are equal.

FIGURE 21.2: Conditional and unconditional outage probability for n = 6 interferes in a Rayleigh
environment and in a Suzuki environment with σ = 6 dB.

If the probability of finding an interferer active is p, the distribution of active interferers is given by
the binomial distribution. Considering the closest surrounding cochannels to be the most relevant
interferers we then have six interferers. Thus

p(n) =
(

6

n

)
pn(1 − p)6−n (21.19)

For equal capacity cells and an evenly traffic distribution system, the probabilityp is approximately
given by

p = M
√

B (21.20)

where B is the blocking probability and M is the number of channels in the cell.
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Now Eqs. (21.20), (21.19), and (21.18) can be combined into Eq. (21.15) and the outage probability
is estimated as a function of the parameter Z and the channel occupancy p. This is shown in Fig. 21.2
for p = 75% and p = 100%.

A similar, but much more intricate, analysis can be carried out for the other fading environments.
Note that in our calculations we have considered only the situation in which both the wanted signal
and the interfering signals experience Rayleigh fading. For a more complete analysis we may assume
the wanted signal to fade differently from the interfering signals, leading to a great number of possible
combinations. A case of interest is the investigation of the influence of the standard deviation in the
outage probability analysis. This is illustrated in Fig. 21.2 for the Suzuki (lognormal plus Rayleigh)
environment with σ = 6 dB.

Note that by definition the parameter z is a function of the carrier-to-cochannel interference ratio,
which, in turn, is a function of the reuse distance. Therefore, the outage probability can be obtained
as a function of the cluster size, for a given protection ratio.

The ratio between the mean signal power sm and the mean interfering power im equals the ratio
between their respective distances ds and di such that

sm

im
=
(

ds

di

)−α

(21.21)

where α is the path loss coefficient. Now, (1) let D be the distance between the wanted and interfering
base stations, and (2) let R be the cell radius. The cochannel interference worst case occurs when the
mobile is positioned at the boundary of the cell, i.e., ds = R and di = D − R. Then,

im

sm
=
(

D

R
− 1

)−α

(21.22a)

or, equivalently,

Sm − Im = 10α log

(
D

R
− 1

)
(21.22b)

In fact, Sm − Im = Z + Rr . Therefore,

Z + Rr = 10αlog
(√

3N − 1
)

(21.23)

With Eq. (21.23) and the curves of Fig. 21.2, we can compare some outage probabilities for different
cluster sizes. The results are shown in Table 21.4 where we have assumed a protection ratio Rr = 0dB.
The protection ratio depends on the modulation scheme and varies typically from 8 dB (25-kHz FM)
to 20 dB [single sideband (SSB) modulation].

Note, from Table 21.4, that the standard deviation has a great influence in the calculations of the
outage probability.

21.9 Conclusions

The interrelationship among the areas involved in a cellular network planning is substantial. Vocabu-
laries belonging to topics, such as radio propagation, frequency planning and regulation, modulation
schemes, antenna design, transmission, teletraffic, and others, are common to all cellular engineers.
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TABLE 21.4 Probability of Cochannel Interference in Different

Cell Clusters
Outage Probability, %

Rayleigh Suzuki σ = 6 dB

N Z + R, dB p = 75% p = 100% p = 75% p = 100%

1 −4.74 100 100 100 100

3 10.54 31 40 70 86

4 13.71 19 26 58 74

7 19.40 4.7 7 29 42

12 24.46 1 2.1 11 24

13 25.19 0.9 1.9 9 22

Designing a cellular network to meet system requirements is a challenging task which can only be
partially and roughly accomplished at the design desk. Field measurements play an important role
in the whole process and constitute an essential step used to tune the parameters involved.

Defining Terms

Outage probability: The probability of failing to achieve adequate reception of the signal due
to, for instance, cochannel interference.

Spectrum efficiency: A measure of how efficiently space, frequency, and time are used. It is
expressed in erlang per square meter per hertz.

Trunking efficiency: Afunctionrelating thenumberof subscribersper channel and thenumber
of channels per cell for different values of blocking probability.
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Further Information

The fundamentals of mobile radio engineering in connection with many practical examples and
applications as well as an overview of the main topics involved can be found in Yacoub, M.D.,
Foundations of Mobile Radio Engineering, CRC Press, Boca Raton, FL, 1993.
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