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Preface

The migration of the most common Internet services to a mobile environment has long been an evolving
demand of both business and consumer markets. The ability to be connected to the Internet while on
the go and to benefit from using such applications as e-mail, instant messaging, audio and video
streaming, Web browsing, and e-commerce creates an exciting new lifestyle and sets the foundation for
increased work efficiency and productivity. In addition, however, it introduces numerous technical
challenges inherently associated with the user’s mobility and wireless connectivity. This book addresses
these technical challenges and provides a thorough examination of the most recent and up-to-date
technologies designed to deal with them and enable the so-called mobile Internet. It is written by some
of the most eminent academic and industry professionals in the areas of mobile and multimedia net-
working.

In more detail, this book first discusses the evolution toward the mobile Internet and the associated
technological trends and visions. In this context, it illustrates the key features of this evolution, including
the migration to all-IP networks, the enabling of advanced multimedia services, the provision of end-
to-end quality of service (QoS), and the integration of heterogeneous access networks. In addition, we
discuss the key players in the evolution toward the mobile Internet (e.g., the Third-Generation Partnership
Project [3GPP], 3GPP2, the Internet Engineering Task Force [IETF], and the Institute of Electrical &
Electronics Engineers [IEEE]) and summarize their corresponding activities. This allows the reader to
obtain a coherent understanding of how the technology is being evolved to meet the requirement of the
mobile Internet and who is involved in this evolution.

Subsequently, the most common mobile and wireless network technologies that can provide the means
for mobile Internet connectivity are examined. In this context, Internet access over technologies such as
wireless local area networks (WLANSs), General Packet Radio Service (GPRS), and satellites is discussed
in a comprehensive way in order for the reader to understand their respective characteristics, advantages,
and disadvantages. To explain how well each technology can support Internet applications, we review
their QoS and routing features. In addition, we present performance results and demonstrate how WLAN
and cellular networks can be integrated in order to provide heterogeneous mobile data networks that are
capable of ubiquitous data services with very high data rates in strategic locations, such as airports, hotels,
shopping centers, and university campuses. Such heterogeneous networks are generally considered to be
a key characteristic of fourth-generation (4G) mobile data networks.

A large part of this book concentrates on mobility-management techniques, which are necessary in a
mobile IP environment where the user’s point of network attachment can constantly change. Both
macromobility (e.g., Mobile IP) and micromobility (e.g., Cellular IP) management protocols are exten-
sively discussed. In addition, we examine the security concerns associated with mobility management
and look at several methods that can provide secure mobility management. We further elaborate on the
issue of security and tackle such topics as security in WLANSs and third-generation (3G) cellular networks.
In this context, we explain the most common security attacks, including the man-in-the-middle attack,
denial of service, and identity theft.
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Because many modern Internet applications, such as context broadcasting and videoconferencing, are
based on multicasting, this book also reviews the key technical challenges of multicasting in mobile
environments and the most promising technologies that can support it. In addition, QoS provisioning,
considered a key aspect of the mobile Internet, is examined at length. The classical IP QoS techniques
(both Differentiated Services [DiffServ] and Integrated Services [IntServ]) are reviewed, and we propose
extensions for addressing their deficiencies in mobile IP networks.

Moreover, for enabling the efficient provision of Internet multimedia services in wireless networks,
where the use of radio resources needs to be highly optimized, this book examines the characteristics of
several header compression schemes designed specifically for wireless environments. Finally, it discusses
the challenges of video streaming in wireless IP networks as well as techniques tailored to operate in such
networks and significantly improve their performance.

In short, this original book provides a thorough study of all the key technologies that can enable the
provision of ubiquitous mobile Internet services, focusing on mobility, QoS, security, and multicasting.
Apart from reviewing the technical challenges and the prime technologies developed to deal with them,
this book proposes some novel techniques and examines performance results.

Apostolis K. Salkintzis, Ph.D.
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The Evolution toward
the Mobile Internet

1.1  Introduction
1.2 Key Aspects of the Evolution toward the Mobile
Internet
Evolution to IP-Based Core Networks ¢« IP-Based Core
Networks in the Enterprise
1.3 Key Players in the Evolution toward the Mobile
Internet
Third-Generation Partnership Project (3GPP) + Third-
Generation Partnership Project 2 (3GPP2) « Institute of
Electrical and Electronics Engineers (IEEE) « European
Telecommunications Standards Institute (ETSI) ¢« Internet
Apostolis K. Salkintzis Engineering Task Force (IETF)
Motorola, Inc. 1.4 Concluding Remarks

1.1 Introduction

Simply stated, the mobile Internet can be thought of as the migration of standard Internet applications
and services to a mobile environment. The introduction of mobility, however, raises a number of new
considerations: What wireless technology is most appropriate for the provision of Internet services? Is
this technology equally appropriate for applications with dissimilar requirements, such as e-mail and
video broadcasting? How do we provide ubiquitous Internet services while users move across different
locations, where the same wireless service may not be available? Will it be more appropriate to consider
several wireless technologies, such as cellular data networks, wireless local area networks (WLANS),
wireless personal area networks (WPANSs), and so forth? If so, then how do we combine them into a
seamless wireless service? How do we optimize the utilization of wireless resources to accommodate as
many mobile Internet users as possible? How do we handle the security issues raised by the wireless
transmission and possibly by the use of different wireless services provided by different operators?
These are just a few of the questions we must address in our attempt to make the mobile Internet a
reality. One important clarification is in order here: The fact that today we can use our laptop or personal
digital assistant (PDA) along with a wireless device (e.g., a cellular phone or WLAN adapter) to establish
access to our Internet/intranet e-mail or other Internet Protocol (IP) services does not really mean that
the mobile Internet is already available. In reality, what is defined as the mobile Internet is far more
complex than that. By definition, the Internet is a network of millions of users who communicate by
means of standard Internet protocols. Therefore, in the mobile Internet we also need to support millions
of always-connected mobile/wireless users. The key phrases we need to bear in mind are “always con-
nected” and “millions of users.” To be “always connected” means that we do not have to make a connection
before every transaction or after we change wireless service. Our assumption is that we always have
connectivity to public Internet services and that we are always reachable through a public IP address, no
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FIGURE 1.1 The concept of always being connected.

matter where we are. This calls for extensive mobility management and seamless handover across different
wireless networks. And we do need several wireless networks (and several wireless technologies, as we
will see later on) because no sole wireless network can provide ubiquitous wireless services, and therefore
no sole wireless network can meet the always-connected requirement. A typical mobile Internet user is
assumed to move seamlessly between different wireless networks (or even between fixed and wireless
networks), which may or may not employ the same radio-access technology. This is schematically
illustrated in Figure 1.1. The seamless fashion of movement suggests that our (virtual) connection to the
public Internet is transferred from one access network to the other without any actions from the user’s
side. In effect, this creates a virtual wireless network from the user’s perspective that provides ever-present
Internet connectivity.

We need also to support millions of users wirelessly connected to the Internet in order to be compliant
with the large scale of users supported by the Internet. This creates capacity concerns and better explains
why no single wireless network is sufficient. The capacity concerns have direct implications in several design
aspects. For instance, the wireless technology needs to be as spectrum efficient as possible; it has to implement
a random access scheme that can accommodate a large number of users and degrade gracefully in overload
conditions; the IP addressing scheme should be able to support the required user capacity; and the end-to-
end transport schemes and applications should probably take mobility into account.

It is interesting to note that most research projects nowadays, as well as standardization activities, are
moving around such goals. In this context, the correlation between the mobile Internet and the so-called
beyond third-generation (3G) technologies is evident. In reality, most of the beyond-3G technologies are
tailored to support the requirements for mobile Internet: increased capacity, quality of service (QoS),
mobility, security, TCP/IP enhanced performance, and integration of diverse technologies into one
ubiquitous virtual network.

Despite the fact that in this book we focus entirely on wireless networks as a potential means of access
for the mobile Internet, it is important to note that fixed-access networks and their associated technologies
(e.g., xDSL [x Digital Subscriber Line] and cable modems) do play a significant role. In fact, the vision
of the mobile Internet entails both wireless and fixed-access technologies, as well as methods for seamlessly
integrating them into an IP-based core network (see Figure 1.2). A typical usage scenario that shows the
fundamental interworking requirements between fixed- and wireless-access networks is when a user
downloads a file over the Internet by using, for instance, a cable modem, and in the middle of the file
transfer takes his or her laptop to his or her car and drives to the airport (refer to Figure 1.1). In a mobile-
Internet environment, the file download would be seamlessly switched from the cable connection to, say,
a cellular data connection and would be carried on while the user is on the go.
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FIGURE 1.2 The architecture of the mobile Internet is tightly coupled with the beyond-3G network architecture.

In our mobile-Internet environment, as defined above, it is evident that enhanced mobility is a key
requirement, and Chapter 5 discusses it in detail. Without a doubt, the technologies that can provide
wireless access to the Internet are also of paramount importance. We will look at several of them, including
WLANSs in Chapter 2, the General Packet Radio Service (GPRS) in Chapter 3, and satellite access in
Chapter 4. The issues of IP QoS and multicast in mobile environments are addressed in Chapters 6 and
7, respectively. The remaining chapters deal with several other equally important issues, such as content
streaming, security, and integration between WLANs and 3G networks.

1.2 Key Aspects of the Evolution toward the Mobile Internet

Bearing in mind the above discussion, we list below the key aspects of the evolution toward the mobile
Internet. In the next section, we look more closely at how these aspects are handled by several organi-
zations worldwide, such as the Third-Generation Partnership Project (3GPP), the Third-Generation
Partnership Project 2 (3GPP2), the Internet Engineering Task Force (IETF), and the Institute of Electrical
and Electronics Engineers (IEEE), among others.

+ Mobile networks will evolve to an architecture encompassing an IP-based core network and many
wireless-access networks. The key feature in this architecture is that signaling with the core network
is based on IP protocols (more correctly, on protocols developed by IETF), and it is independent
of the access network (be it Universal Mobile Telecommunications System [UMTS], Code Division
Multiple Access [CDMA], CDMA2000, WLAN, or whatever). Therefore, the same IP-based ser-
vices could be accessed over any networked system. An IP-based core network uses IP-based
protocols for all purposes, including data transport, networking, application-level signaling, and
mobility. The first commercial approach toward this IP-based core network is the IP Multimedia
Core Network Subsystem (IMS) standardized by 3GPP and 3GPP2. We further discuss the concept
of IP-based network in Section 1.2.1. In addition, the IMS is discussed in Section 1.3.1.2.1.
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+ The long-term trend is toward all-IP mobile networks, where not only the core network but also
the radio-access network is solely based on IP technology. In this approach, the base stations in
a cellular system are IP access routers and mobility/session management is carried out with IP-
based protocols (possibly replacing the cellular-specific mobility/session management protocols).

Enhanced IP multimedia applications will be enabled by means of application-level signaling

protocols standardized by IETF (e.g., Session Initiation Protocol [SIP] and Hypertext Transfer

Protocol [HTTP]). This again is addressed by the 3GPP/3GPP2 IMS.

+ End-to-end QoS provisioning will be important for supporting the demanding multimedia appli-

cations. In this context, extended interworking between, say, UMTS QoS and IP QoS schemes is

needed, or more generally, interworking between Layer 2 QoS schemes and IP QoS is required
for end-to-end QoS provisioning.

Voiceover IP (VoIP) will be a key technology. As discussed in the next section, several standards

organizations are specifying technology that will enable VoIP (e.g., the European Telecommuni-

cations Standards Institute [ETSI] Broadband Radio Access Networks [BRAN] and Telecommu-
nications Internet Protocol Harmonization over Networks [TIPHON] projects and the IETF SIP
working group).

+ The mobile terminals will be based on software-configurable radios with capabilities for sup-
porting many radio-access technologies across several frequency bands.

+ The ability to move across hybrid access technologies will be an important requirement that calls

for efficient and fast vertical handovers and seamless session mobility. As explained later, the

IETF Seamoby and Mobile IP working groups are addressing some of the issues related to seamless

mobility. Fast Mobile IP and micromobility schemes are chief technologies in this area.

In the highly hybrid access environment of the mobile Internet, security will also play a critical

role. IEEE 802.11 task group I (TGi) is standardizing new mechanisms for enhanced security in

WLANS. IETF Seamoby also addresses the protocols that deal with security context transfer during

handovers.

+ For extended roaming between different administrative domains or different access technologies,
advanced Authentication, Authorization, and Accounting (AAA) protocols and AAA interwork-
ing mechanisms will be required. AAA interworking between WLANs and 3GPP networks is
currently being studied by 3GPP and 3GPP2, and it is also discussed in Chapter 12.

+ Enhanced networking application programming interfaces (APIs) for QoS-, multicast-, and
location-aware applications will be needed.

+ WPANSs will start spreading, initially based on Bluetooth technology (see www.bluetooth.com)
and later on IEEE 802.15.3 high-speed WPAN technology, which satisfies the requirement of the
digital consumer electronic market (e.g., wireless video communications between a personal
computer [PC] and a video camera).

+ Millions of users are envisioned to be always connected to the IP core infrastructure. Market
forecasts suggest that about 1 billion addresses are needed by 2005 for integration of Internet-
based systems into means of transportation (cars, aircraft, trains, ships, and freight transport) and
associated infrastructures for mobile e-commerce. This indicates that there is a strong need for
IP version 6 (IPv6 is being adapted in 3GPP). The European Union in particular is pushing for
the fast adoption of IPv6.

+ Wireless communication technology will evolve further and will support higher bit rates. For
instance, WLAN’s will soon support bit rates of more than 100 Mbps. This issue is being addressed
by the IEEE Wireless Next Generation Standing Committee (see www.ieee802.org/11 and Section
1.3.3.1). Higher bit rates are typically accompanied by smaller coverage areas; therefore, efficient,
fast, and secure horizontal handovers will be required.

These evolutionary aspects lead to a high-level network architecture like the one shown in Figure 1.3.
Note that each administrative domain represents a network part that is typically operated by a single
mobile network operator.
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FIGURE 1.3 A high-level architecture of the mobile Internet.

1.2.1 Evolution to IP-Based Core Networks

Without a doubt, the most widely supported evolution is toward IP-based core networks, also referred
to as all-IP core networks. The term “all-IP” emphasizes the fact that IP-based protocols are used for all
purposes, including transport, application-level signaling, mobility, security, and QoS. Typically, several
wireless and fixed-access networks are connected to an all-IP core network, as illustrated in Figure 1.2
and Figure 1.3. Users will be able to use multimedia applications over terminals with software-config-
urable radios capable of supporting a vast range of radio-access technologies, such as WLANs, WPANS,
UMTS, and CDMA2000. In this environment, seamless mobility across the various access technologies
is considered a key issue by many vendors and operators.

In the all-IP network architecture, the mobile terminals use the IP-based protocols defined by IETF
to communicate with the core network and perform, for example, session/call control and traffic routing.
All services in this architecture are provided on top of the IP protocol. As shown in the protocol
architecture of Figure 1.4, the mobile networks, such as UMTS and CDMA2000, turn into access networks
that provide only mobile-bearer services. The teleservices in these networks (e.g., cellular voice) are used
to support only the legacy second-generation (2G) and 3G terminals, which do not support IP-based
applications (e.g., IP telephony). For the provision of mobile bearer services, the access networks mainly
implement micromobility management, radio resource management, and traffic management for pro-
visioning of QoS. Micromobility management in 3GPP access networks is based on the GPRS Tunneling
Protocol (GTP) and uses a hierarchical tunneling scheme for data forwarding. On the other hand,
micromobility management in 3GPP2 access networks is typically based on IP micromobility protocols.
Macromobility (inter-domain mobility) is typically based on Mobile IP, as per Request for Comment
(REC) 3220. All these mobility schemes are discussed in more detail in Chapter 5.

In the short term, the all-IP core network architecture would be based on the IMS architecture specified
by 3GPP/3GPP2 (see Section 1.3.1.2.1), which in turn is based on the IP multimedia architecture and
protocols specified by IETE This IMS architecture would provide a new communications paradigm based
on integrated voice, video, and data. You could call a user’s IMS number, for instance, and be redirected
to his or her home page, where you could have several options, such as writing a message, recording a
voice message, or clicking on an alternative number to call if he or she is on vacation. You could place
an SIP call to a server and update your communication preferences — for example, “Only my manager
can call me, all others are redirected to my home page” (or vice versa!). At the same time, you could be
on a conference call.
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FIGURE 1.4 A simplified protocol architecture in an all-IP network architecture: (a) user plane and (b) control plane.

1.2.2 IP-Based Core Networks in the Enterprise

Figure 1.5 shows how an enterprise could take advantage of an all-IP core network to minimize its
communication costs and increase communications efficiency. The typical IP network of the enterprise
could be evolved to an IP multimedia network, which would support the following:

+ IP signaling with the end terminals for establishing and controlling multimedia sessions
+ Provisioning of QoS

+ Policy-based admission control

+ Authentication, authorization, and possibly accounting

The all-IP network provides an integrated infrastructure for efficiently supporting a vast range of
applications with diverse QoS requirements, and, in addition, provides robust security mechanisms. The
architecture of this all-IP network could be based on the IMS architecture specified by 3GPP/3GPP2 (see
specification 3GPP TS 23.228 at www.3gpp.org/ftp/specs/2003-09/Rel-5/23_series/23228-5a0.zip for a
detailed description).

In the example shown in Figure 1.5, an employee in the European office requests a voice call to another
employee, for example, in the U.S. office. This request is then routed to the default Proxy Call State
Control Function (P-CSCF) that serves the European office. This P-CSCF relays the request to the Serving
CSCF (S-CSCF) of the calling employee — that is, to the CSCF with which this employee has previously
registered. This S-CSCF holds the subscription information of the calling employee and can verify whether
that individual is allowed to place the requested call. In turn, the S-CSCF finds another S-CSCEF, with
which the called subscriber has registered, and relays the request to this S-CSCEF. Note that if the calling
employee in the European office were calling a normal Public Switched Telephone Network (PSTN)
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FIGURE 1.5 Deployment of all-IP networks in the enterprise.

number in the U.S,, the call would be routed through the IP network to a break-out gateway that is
closest to the called PSTN number. This way, the long-distance charges are saved.

The S-CSCEF of the called U.S. employee holds information on the employee’s whereabouts and can
route the call to the correct location. In case that employee happens to be roaming in Europe, the call
would be routed to the appropriate P-CSCE, which currently serves this employee. It is important to note
that, although signaling can travel a long path in such a case (say, from Europe to the U.S. and then back
to Europe), the user-plane path would be the shortest possible.

The support of roaming is another important advantage of the above architecture. For instance, a
European employee could take his dual-mode mobile phone to the U.S. office. After powering on his
mobile and registering his current IP address (with his S-CSCF), he would be able to receive calls at his
standard number.

Even when the employee is away from his office and cannot directly attach to the enterprise network
(e.g., he is driving on the highway), it is still possible to reach him on his standard number. In such a
case, the employee uses, for example, the UMTS network to establish a mobile signaling channel to his
all-IP enterprise network, which assigns him an IPv6 address. The employee registers this IP address with
an S-CSCF (via the appropriate P-CSCF), and thereafter he can receive calls at his standard number. The
signaling mobile channel remains active for as long as the employee uses UMTS to access the enterprise
network. In such a scenario, the UMTS network is used only to provide access to the enterprise network
and to support the mobile bearers required for IP multimedia services. To establish IP multimedia calls,
the employee would need to request the appropriate UMTS bearers, each one with the appropriate QoS
properties. For instance, to receive an audio-video call, two additional UMTS bearers would be required,
one for each media component. The mapping between the application-level QoS and the UMTS QoS,
as well as the procedures required to establish the appropriate UMTS bearers, are identified in 3GPP Rel-
5 specifications, in particular 3GPP TS 24.008 and 3GPP TS 24.229 (available at www.3gpp.org/ftp/specs/
2003-09/Rel-5).

If the enterprise network supports a macromobility protocol, such as Mobile IP, providing session
mobility across the enterprise WLAN and the UMTS network becomes possible. In this case, when the
employee moves from the WLAN to the UMTS, he uses Mobile IP to register his new IPv6 address with
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FIGURE 1.6 Deployment of all-IP networks in the enterprise (in which the mobile operator uses IMS).

his home agent. After that, any subsequent terminating traffic is tunneled from the employee’s home
agent to the foreign agent that serves the employee over the UMTS network.

Another roaming scenario is illustrated in Figure 1.6, which involves interworking between the enter-
prise all-IP network and the mobile operator’s all-IP network. In this scenario, the key aspect is that the
employee uses a P-CSCF in the mobile operator’s domain — that s, it uses the operator’s IMS system.
Note that this scenario corresponds to the roaming scenario considered in 3GPP Rel-5 specifications and
therefore might be the most frequently used in practice.

1.3 Key Players in the Evolution toward the Mobile Internet

The goal of this section is to provide an overview of the most important players in the evolution toward
the mobile Internet. We focus primarily on the roles and activities of such organizations as the 3GPP,
3GPP2, IEEE, the European Telecommunications Standards Institute (ETSI), and IETF and explain how
these organizations are involved with the aforementioned aspects of the evolution toward the mobile
Internet. Throughout this discussion, we provide a general overview that describes who is driving the
technology and in what directions. More important, we supply numerous references, which the interested
reader could use to find the most up-to-date information.

1.3.1 Third-Generation Partnership Project (3GPP)

1.3.1.1 Overview

The Third-Generation Partnership Project (3GPP, at www.3gpp.org) is a collaboration agreement that
was established in December 1998. The collaboration agreement brings together a number of telecom-
munications standards bodies, which are known as “Organizational Partners.” The 3GPP Organizational
Partners are the following:
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ARIB, the Association of Radio Industries and Businesses (Japan — www.arib.or.jp)

CWTS, the China Wireless Telecommunication Standards Group (China — www.cwts.org/cwts/
index_eng.html)

TTA, the Telecommunications Technology Association (Korea — www.tta.or.kr)

TTC, the Telecommunications Technology Committee (Japan — www.ttc.or.jp)
T1 (North America)
ETSI, the European Telecommunication Standards Institute (Europe — www.etsi.org)

The original scope of 3GPP was to produce globally applicable technical specifications for a 3G mobile
network, called the UMTS, based on an evolved Global System for Mobile (GSM) core network and the
Universal Terrestrial Radio Access (UTRA) network. The scope was subsequently amended to include
the maintenance and development of the GSM network, including its related radio-access technologies,
such as General Packet Radio Service (GPRS) and Enhanced Data for GSM Evolution (EDGE).

1.3.1.2 Key Standardization Activities in 3GPP

This section briefly discusses some key standardization activities undertaken by 3GPP regarding the
mobile Internet. You can find more up-to-date information at www.3gpp.org.

1.3.1.2.1 IP Multimedia Services

The purpose of this activity is to specify an IP-based core network, formally called IP Multimedia Core
Network Subsystem (IMS), that provides a standard IP-based interface to wireless IP terminals for accessing
a vast range of services independently from the access technology used by the terminals (see Figure 1.7).
This interface uses the Session Initiation Protocol (SIP) specified by IETF for multimedia session control
(see RFC 3261). In addition, SIP is used as an interface between the IMS session control entities and the
service platforms. The goal of IMS is to enable the mobile operators to offer to their subscribers multi-
media services based on, and built on, Internet applications, services, and protocols. Note that the IMS
architecture is identical between 3GPP and 3GPP2, and it is based on IETF specifications. Thus, IMS
forms a single core-network architecture that is globally available and that can be accessed through a
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variety of technologies, such as mobile data networks, wireless LANs, and fixed broadband (e.g., xDSL).
No matter what technology is used to access IMS, the user always uses the same signaling protocols and
accesses the same services.

In a way, the goal of IMS is to allow mobile operators to offer popular Internet-alike services, such as
instant messaging and Internet telephony. IMS offers versatility that lets us quickly develop new appli-
cations. In addition, IMS is global (identical across 3GPP and 3GPP2), and it is the first convergence
between the mobile world and the IETF world.

A general description of IMS architecture can be found in 3GPP Technical Standard (TS) 23.228, and the
definition of IMS functional elements can be found in 3GPP TS 23.002. All 3GPP specs are available at
www.3gpp.org/ftp/specs/.

1.3.1.2.2 IMS Messaging

This standardization work deals with the support of messaging in the IMS as part of the Release 6
timeframe. By combining the support of messaging with other IMS service capabilities, such as Presence
(see Section 1.3.1.2.3), we can create new rich and enhanced messaging services for end users.

The goal of 3GPP is to extend messaging to the IP Multimedia Core Network Subsystem, which is
about to be deployed whilst also interoperating with the existing SMS, EMS, and MMS wireless
messaging solutions as well as SIP-based Internet messaging services. The SIP-based messaging
service should support interoperability with the existing 3GPP messaging services SMS, EMS and
MMS as well as enable development of new messaging services, such as Instant Messaging, Chat, etc.

It should be possible in a standardized way to create message groups (chat rooms) and address
messages to the group of recipients as a whole, as well as individual recipients. Additional standard-
ized mechanisms are expected to be needed to create, and delete message groups, enable and
authorize members to join and leave the group and also to issue mass invitations to members of
the group.

SIP based messaging should also integrate well with the Presence service also being developed by
3GPP.

Support of messaging in IMS will provide various messaging services, such as instant messaging, chat,
and store and forward messaging, with rich multimedia components.

1.3.1.2.3 Presence
This work addresses the concept of presence (see Figure 1.8), whereby users make themselves “visible”
or “invisible” to other parties of their choice, allowing services such as group and private chats to take
place. Presence is an attribute related to mobility information and provides a different capability that
can be exploited by other services. The concept of the Presence service enables other multimedia services;
Presence serves mainly as an enabling technology that supports other multimedia services and commu-
nications. Among the multimedia services that could potentially exploit the Presence capability are chats,
e-mail, multimedia messaging, and instant messaging.

The architectural and functional specification of Presence is included in 3GPP TR 23.841
(www.3gpp.org/ftp/specs/2003-09/Rel-6/23_series/23841-600.zip).

1.3.1.2.4 Packet-Switched Streaming Service

The aim of this activity is to provide the ability to stream sound and movies to mobile devices. Streaming
is a mechanism whereby media content can be reproduced in the client while it is being transferred over
the data network. Therefore, streaming services enable instant access to media content in contrast to
other multimedia services (such as Mobile Multimedia Service [MMS]), where the media content is
presented to the user after being downloaded within a “message.”

Streaming services enable the delivery of information on-demand. For instance, users are able to request
music, videos, and news on-demand. In addition, users can request live media content, such as the
delivery of radio and television programs. Such services are already supported in the Internet, but they
need special handling to be available in mobile terminals.
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In addition to providing the streaming mechanism, packet-switched streaming encompasses the com-
position of media objects, thereby allowing compelling multimedia services to be provided. For instance,
a mobile cinema ticketing application would allow the user to view the film trailers.

Relevant specifications include 3GPP TS 22.233, “Transparent End-to-End Packet-Switched Streaming
Service: Stage 1” and 3GPP TS 26.233, “Transparent End-to-End Packet-Switched Streaming Service:
General Description.”

1.3.1.2.5 Interworking with Wireless LANs
The purpose of this activity is to identify and analyze interworking architectures between 3GPP cellular
systems and WLANS, such as the IEEE 802.11 family, HiperLAN/2, and MMAC HISWAN. The moti-
vation behind this work is to make it possible for mobile operators to provide WLAN subscriptions
to new subscribers (without Universal Subscriber Identity Module [USIM] cards in their WLAN
terminals), and to enable the existing mobile subscribers to use their USIM cards for accessing WLAN
services. This way, the mobile operators aim at getting into the WLAN business and exploit the WLAN
market, which is projected to grow exponentially. Recent market analysis forecasts 20 million users of
public WLAN in Europe by 2006 and 21 million Americans by 2007; this is compared with 600,000
WLANS users in 2002.

More details on interworking between WLAN and 3G networks are provided in Chapter 12, which is
entirely devoted to this subject. The interested reader could also refer to the relevant 3GPP specifications,
mainly 3GPP TS 23.234.

1.3.1.2.6 Multimedia Broadcast and Multicast Services

Multimedia Broadcast and Multicast Services (MBMS) deals with situations in which multiple users need
to receive the same data at the same time. The benefit of MBMS in the network is that the data is sent
once on each link. For example, the core network sends a single multicast packet to the radio-access
network regardless of the number of users who wish to receive it. The benefit of MBMS on the air
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interface is that many users can receive the same data on a common channel; this strategy avoids
congesting the air interface with multiple transmissions of the same data.

MBMS is considered a key enabler of mobile-Internet applications and a congestion-relief mechanism
if certain types of multimedia services become popular and start to flood the mobile-access networks.
Typical examples of such services could be video clips with sports highlights. MBMS contains two
elements: broadcast and multicast. The broadcast element is the traditional type of broadcast in which
the network “broadcasts” the information in a given geographical area, irrespective of the presence of
users in that area. On the other hand, for the multicast element the network has knowledge about the
users who subscribe to the service and their geographical location. With this information, the network
can then choose to transmit the information only on those cells where there actually are mobiles expecting
to receive it.

The functional requirements of MBMS are included in 3GPP TS 22.146 and the respective architectural
description is included in report 3GPP TS 23.846.

1.3.2 Third-Generation Partnership Project 2 (3GPP2)

1.3.2.1 Overview

The Third-Generation Partnership Project 2 (www.3gpp2.org) is a collaborative standards-setting project,
which does the following:

+ Specifies the evolution of ANSI/TIA/EIA-41 “Cellular Radio-Telecommunication Intersystem
Operations” network toward a 3G telecommunications system

+ Develops global specifications for the radio transmission technologies supported by ANSI/TIA/
EIA-41

3GPP2 was born out of the International Telecommunication Union’s International Mobile Telecom-
munications IMT-2000 initiative (www.itu.int/imt/). 3GPP2 is a collaborative effort between the follow-
ing five organizations:

+ ARIB, the Association of Radio Industries and Businesses (Japan — www.arib.or.jp)

+ CWTS, the China Wireless Telecommunication Standards Group (China — www.cwts.org/cwts/
index_eng.html)

+ TIA, the Telecommunications Industry Association (North America — www.tiaonline.org)

+ TTA, the Telecommunications Technology Association (Korea — www.tta.or.kr)

+ TTC, the Telecommunications Technology Committee (Japan — www.ttc.or.jp)

3GPP2 specifications (www.3gpp2.org/Public_html/Specs/index.cfm) are developed by five Technical
Specification Groups (TSGs) consisting of representatives from the project’s individual member compa-
nies. The 3GPP2 TSGs and their respective areas of work are the following:

+ TSG-A (Access Network Interfaces; www.3gpp2.org/Public_html/A/index.cfm)
+  Physical links, transports, and signaling
+ Support for access network mobility
* 3G capability (e.g., high-speed data support)
+ The Abis interface
+ Interoperability specification
+  Support for 3GPP2 radio-access technologies
+ TSG-C (CDMA2000; www.3gpp2.org/Public_html/C/index.cfm)
+ Radio Layer 1 specifications
+ Radio Layer 2 specifications
+ Radio Layer 3 specifications
+  Mobile station/base station radio-performance specifications
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Radio-link protocol

Support for enhanced privacy, authentication, and encryption

Digital speech codecs and related minimum performance specifications
Video codec selection and specification of related video services

Data and other ancillary services support

Conformance test plans

Removable User Identity Module (R-UIM)

Location-based services support

+ TSG-N (Intersystem Operations; www.3gpp2.org/Public_html/N/index.cfm)

Evolution of core network to support interoperability and intersystem operations

User Identity Module (UIM) support (detachable and integrated)

Support for enhanced privacy, authentication, encryption, and other security aspects

VHE (Virtual Home Environment)

Support for new supplemental services (including Integrated Services Digital Network [ISDN]
interworking)

Optimal interoperability specification for international roaming (e.g., selection of required
parameters options)

New features for internal roaming (global emergency number, optimal routing)

IMT-2000 issues, as necessary, to ensure support of the ANSI-41 family member

+ TSG-P (Wireless Packet Data Networking; www.3gpp2.org/Public_html/P/index.cfm)

Wireless IP services (including IP mobility management)
Voiceover IP

AAA and security

Private network access

Internet/intranet access

Multimedia support

QoS support

+ TSG-S (Services and Systems Aspects; www.3gpp2.org/Public_html/S/index.cfm)

Development and maintenance of 3GPP2 System Capabilities Guide

Development, management, and maintenance of 3GPP2 Work Plan

Stage 1 services and features requirements definition

High-level functionality description development for system services and capabilities
Management and technical coordination as well as architectural and requirements development
associated with all end-to-end features, services, and system capabilities including, but not
limited to, security and QoS

Requirements for international roaming

Development of 3GPP2 Operations, Administration, Maintenance & Provisioning (OAM&P)
across all TSGs including (1) Stage 1 high-level requirements and (2) Stage 2 and Stage 3 for
the interface between network management system and element management functions
High-level coordination of the work performed in other TSGs and monitoring of progress
Coordination to resolve technical discrepancies between the works undertaken by other TSGs

Each TSG meets about 10 times a year to produce technical specifications and reports. Because 3GPP2
has no legal status, ownership and copyright of these output documents is shared between the Organi-
zational Partners. The documents cover all areas of the project’s charter, including CDMA2000 and its
enhancements.

1.3.2.2 Standardization Activities in 3GPP2

1.3.2.2.1 CDMA2000 Air Interface
CDMA2000 is the radio-transmission technology standardized by 3GPP2 (TSG-C) to meet the IMT-
2000 requirements for 3G mobile systems. CDMA2000 comes in two versions: CDMA2000 1x and
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FIGURE 1.9 Evolution of CDMA technology in mobile data networks (source: www.cdg.org).

CDMA2000 3x (see Figure 1.9). 3GPP2 has completed the specifications of CDMA2000 1x, which operates
on 1.25-MHz carriers. CDMA2000 3x is a multicarrier CDMA (MC-CDMA) technology that operates
on three carriers of 1.25 MHz each (3 x 1.25 = 3.75 MHz).

Basically, CDMA2000 1x is an enhancement of CDMAOne, specified in TIA/EIA-95-B, “Mobile Station
— Base Station Compatibility Standard for Dual-Mode Wideband Spread Spectrum System.” CDMAOne
also uses carriers of 1.25 MHz. The relationship between CDMAOne and CDMA2000 1x is quite similar
to the relationship between the conventional GSM radio technology and the EDGE radio technology.
CDMA2000 1x can support up to 307 kbps on the downlink and up to 140 kbps on the uplink. Although
CDMA2000 1x and EDGE seem to have similar capabilities in terms of bit rate, their commercial
deployment has not found similar acceptance. In particular, the deployment of EDGE radio networks
today is very limited, but it is progressively evolving.

The first 3G networks commercially deployed were launched in Korea in October 2000 with
CDMA2000 1x technology. CDMA2000 1x radio-access networks are widely deployed, mainly in Asia
and America.

CDMA2000 1x has further evolved to CDMA2000 1xEV-DO (1x Evolution — Data Only) and
CDMA2000 1xEV-DV (1x Evolution — Data and Voice), both of them still using 1.25-MHz carriers.
CDMA2000 1xEV-DO, officially known as IS-856, is an enhancement of CDMA2000 1x that puts voice
and data on separate channels in order to provide data delivery at 2.4 Mbps on the downlink. 1IXEV-DO
is also known as CDMA2000 High-Rate Packet Data (HRPD) Air Interface, and it is specified in 3GPP2
C.S0024 specification (www.3gpp2.org/Public_html/Specs/C.50024-0_v3.0.pdf). Conceptually, it is sim-
ilar to the High-Speed Downlink Packet Access (HSDPA) specified by 3GPP.

CDMA 1xEV-DV is a further evolution that integrates voice and data on the same 1.25-MHz carrier
and offers data speeds of up to 4.8 Mbps. On May 2002, the 1xEV-DV specification in IS-2000 Release
C was approved by TIA TR45.5 as a complete standard.
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FIGURE 1.10 Architecture of PDS with Mobile IP.

1.3.2.2.2 Packet Data Services in CDMA2000

The goal of the packet data services (PDS) in CDMA2000 is to offer services similar to those provided
by the GPRS network — that is, packet switched services. However, the architecture model in CDMA2000
is far simpler than the equivalent of GPRS, and it provides only wireless IP services (as opposed to general
packet radio services). Furthermore, PDS is primarily based on IETF protocols for authentication,
authorization, accounting, and mobility/session management, whereas GPRS is based on 3GPP-specific
protocols (such as GTP, GMM, and SM).

The architecture of PDS in CDMA2000 is illustrated in Figure 1.10 for the case where Mobile IP is
used for mobility management (for more details, see 3GPP2 P.R0001, available at www.3gpp2.org/
Public_html/Specs/P.R0001-0_v1.0.pdf). In this architecture, the user establishes a Point-to-Point Pro-
tocol (PPP) link to the Packet Data Serving Node (PDSN), and the operation resembles the access over
dial-up lines. Figure 1.11 shows the protocol architecture for the case where Mobile IP and Internet Key
Exchange (IKE) are used.

1.3.2.2.3 All-IP Network

In December 2000, 3GPP2 formed an all-IP ad hoc group (www.3gpp2.org/Public_html/AllIP/index.cfm)
under TSG-S for defining the high-level requirements and network architectures required to support the
future wireless Internet.

The AlI-IP architecture specified by the all-IP ad hoc group is included in document 3GPP2 S.R0037
(ftp.3gpp2.0org/TSGS/Working/All_IP_Source_Documents/TSG-S_AIIIP_NAM/NAM_Version_1.2.1/
3GPP2 TSG-S S.R0037-NAM_rev-1-2-1.pdf) and supports both the Legacy MS Domain (LMSD) and the
IP Multimedia Domain (MMD). LMSD supports TIA/EIA-41 signaling with the mobiles (for call control
and session control) and is designed to support the existing (legacy) 2G and 3G mobiles. On the other
hand, MMD supports only IP-based signaling. SIP is typically used between the mobiles, and MMD is
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FIGURE 1.11 A protocol model of PDS with Mobile IP and IKE.

used for multimedia session control. As discussed before, 3GPP and 3GPP2 have agreed to align their
terminology in the context of an all-IP core network. Therefore, MMD is now referred to as IMS (see
Section 1.3.1.2.1).

1.3.3 Institute of Electrical and Electronics Engineers (IEEE)

1.3.3.1 Standardization Activities in IEEE

In the context of the IEEE 802 project, there are mainly three working groups (WGs) delivering standards
for WLANs, WPANSs, and fixed broadband wireless access (BWA) networks. These working groups,
namely, 802.11, 802.15, and 802.16, are briefly discussed next.

1.3.3.1.1 IEEE WG 802.11 (Wireless LANs)
The IEEE 802.11 WG (www.ieee802.org/11/) develops WLAN consensus standards for short-range wire-
less networks. At the time of this writing, the IEEE 802.11 WG has published the following standards:

« IEEE 802.11-1999, “Wireless LAN Medium Access Control (MAC) and Physical Layer (PHY)
Specifications.” This standard specifies the 802.11 MAC protocol as well as three physical layers
(Frequency Hopping Spread Spectrum, Direct Sequence Spread Spectrum, and Infrared) operating
at speeds of 1 Mbps and 2 Mbps in the 2.4-GHz frequency range.

IEEE 802.11a-1999, “High-Speed Physical Layer in the 5GHz Band.” This standard provides
changes and additions to IEEE 802.11-1999 to support a physical layer (based on Orthogonal
Frequency Division Multiplexing [OFDM]) operating at speeds up to 54 Mbps in the 5-GHz
frequency band.

IEEE 802.11b-1999, “Higher-Speed Physical Layer Extension in the 2.4GHz Band.” This standard
provides changes and additions to IEEE 802.11-1999 to support a physical layer (based on Com-
plementary Code Keying) operating at speeds up to 11 Mbps in the 2.4-GHz frequency band.
IEEE 802.11d-2001, “Operation in Additional Regulatory Domains.” This amendment specifies
the extensions to IEEE 802.11 for WLANSs providing specifications for conformant operation
beyond the original six regulatory domains of that standard. These extensions provide a mecha-
nism for an IEEE 802.11 access point to deliver the required radio-transmitter parameters to an
IEEE 802.11 mobile station, which allows that station to configure its radio to operate within the
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applicable regulations of a geographic or political subdivision. This mechanism is applicable to
all IEEE 802.11 PHY types. A secondary benefit of the mechanism described in this amendment
is the ability for an IEEE 802.11 mobile station to roam between regulatory domains.

The IEEE 802.11 WG continues its work for enhancing the published 802.11 specifications. The work
is carried out in several task groups (TGs), which are tasked to deliver additional 802.11 standards. Let
us look at some of the most important TGs:

IEEE 802.11 TGe — MAC Enhancements for Quality of Service — The purpose of TGe is to enhance the
current 802.11 MAC in order to support applications with QoS requirements and to expand the capa-
bilities and efficiency of the protocol. TGe is responsible for the IEEE 802.11e standard.

IEEE 802.11 TGf — Inter-Access Point Protocol — The purpose of TGf is to describe recommended prac-
tices for implementation of an Inter-Access Point Protocol (IAPP) on a distribution system (DS) sup-
porting IEEE 802.11, WLANs. The recommended DS utilizes an IAPP that provides the necessary
capabilities to achieve multivendor access point (AP) interoperability within the DS. This IAPP is
described for a DS consisting of IEEE 802 LAN components utilizing an IETF IP environment. TGf is
responsible for the IEEE 802.11f standard.

IEEE 802.11 TGg — Further Higher-Speed Physical Layer Extension in the 2.4-GHz Band — The purpose of
TGf is to specify a new physical layer (based on Orthogonal Frequency Division Multiplexing) operating
at up to 54 Mbps in the 2.4-GHz frequency band. TGg is responsible for the IEEE 802.11g standard.

IEEE 802.11 TGi — Enhanced Security — The purpose of TGi is to enhance the IEEE 802.11 standard in
order to enable advanced security features. TGi has defined the concept of the robust security network
(RSN), which provides a number of additional security features not present in the basic IEEE 802.11
architecture. TGi is responsible for the IEEE 802.11i standard.

IEEE 802.11 — Next Generation WLANs — In the May 2002 meeting of the IEEE 802.11 WG in Sydney,
Australia, the Wireless Next Generation Standing Committee (WNG) moved to form two new study
groups: the Radio Resources Measurements Study Group (RMSG) and the High Throughput Study Group
(HTSG). The WNG and its study groups are investigating the technology for next-generation WLANs
(with bit rates greater than 100 Mbps), including interworking schemes with other access technologies,
such as HiperLAN/2. In this context, WNG collaborates with ETSI BRAN (see Section 1.3.4.1).

1.3.3.1.2 IEEE WG 802.15 (Wireless PANs)

The IEEE 802.15 WG (www.ieee802.0rg/15/) develops WPAN consensus standards for short-distance
wireless networks. These WPAN's address wireless networking of portable and mobile computing devices,
such as PCs, PDAs, peripherals, cell phones, pagers, and consumer electronics and allows these devices
to communicate and interoperate with one another. The goal is to publish standards, recommended
practices, or guides that have broad market applicability and that deal effectively with the issues of
coexistence and interoperability with other wired and wireless networking solutions.

The IEEE 802.15 WG is divided into the following four TGs:

IEEE 802.15 TG1 — Bluetooth — The IEEE 802.15 TG1 (TG1) has delivered a WPAN standard (802.15.1)
based on the Bluetooth v1.1 specifications (see www.bluetooth.com). In particular, IEEE has licensed
wireless technology from the Bluetooth Special Interest Group (SIG) to adapt and copy a portion of the
Bluetooth specification as base material for IEEE Standard 802.15.1. This standard, which is fully com-
patible with the Bluetooth v1.1 specification, was conditionally approved on March 21, 2002.

IEEE 802.15 TG2 — Coexistence — The IEEE 802.15 TG2 (TG2) is developing Recommended Practices
to facilitate coexistence of 802.15 WPANs and 802.11 WLANs. The TG is developing a coexistence model
to quantify the mutual interference of a WLAN and a WPAN. TG2 is also developing a set of coexistence
mechanisms to facilitate coexistence of WLAN and WPAN devices.
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IEEE 802.15 TG3 — High-Rate WPAN — The IEEE 802.15 TG3 (TG3) is tasked to provide a new stan-
dard for high-rate (20 Mbit/sec or greater) WPANS. Besides a high data rate, the new standard will provide
for low-power, low-cost solutions that address the needs of portable consumer digital imaging and
multimedia applications. TG3 has adopted a physical layer (PHY) proposal based on a 2.4-GHz Orthog-
onal Quadrature Phase Shift Keying (OQPSK) radio design. The IEEE 802.15.3 specification features
high data rates (11, 22, 33, 44, and 55 Mbps), a quality of service isochronous protocol, security mech-
anisms, low-power consumption, and low cost.

IEEE 802.15 TG4 — Low-Rate WPAN — The IEEE 802.15 TG4 (TG4) is tasked to provide a standard
for a low data rate (from 20 to 250 kbps) WPAN solution with multimonth to multiyear battery life and
very low complexity. It is intended to operate in an unlicensed, international frequency band (mainly in
the 2.4-GHz band). Potential applications are sensors, interactive toys, smart badges, remote controls,
and home automation.

1.3.3.1.3 1EEE WG 802.16 (Fixed BWA)
Since July 1999, the IEEE 802.16 WG (www.ieee802.0rg/16/) on BWA has been developing standards for
wireless metropolitan area networks with global applicability. IEEE 802.16 provides standardized solu-
tions for reliable, high-speed network access in the so-called last mile by homes and enterprises, which
could be more economical than wireline alternatives.

The IEEE 802.16 WG has completed two IEEE standards:

1. The IEEE 802.16 WirelessMAN Standard (Air Interface for Fixed Broadband Wireless Access
Systems), which addresses wireless metropolitan area networks. The initial standard, covering
systems between 10 and 66 GHz, was approved in December 2001. After that, the work has been
expanded to cover licensed and license-exempt bands as well as in the range from 2 to 11 GHz.
Note that a fixed BWA system in this frequency range is also being developed by the ETSI BRAN
project (see Section 1.3.4.1.3).

2. The IEEE Standard 802.16.2 is a Recommended Practice (Coexistence of Fixed Broadband Wireless
Access Systems) covering between 10 and 66 GHz. The IEEE Standard 802.16.2 was published on
September 10, 2001, and is available for download without charge at http://standards.ieee.org/
getieee802/download/802.16.2-2001.pdf.

The WirelessMAN Medium Access Control (MAC) provides mechanisms for differentiated QoS sup-
port in order to address the needs of various applications. For instance, voice and video require low
latency but tolerate some error rate. In contrast, generic data applications cannot tolerate error, but
latency is not critical. The standard accommodates voice, video, and other data transmissions by using
appropriate features in the MAC layer.

The WirelessMAN standard supports both frequency and Time-Division Duplexing (TDD). Frequency-
Division Duplexing (FDD) requires two channel pairs, one for transmission and one for reception, with
some frequency separation between them to mitigate self-interference. On the contrary, TDD provides
a highly flexible duplexing scheme where a single channel is used for both upstream and downstream
transmissions. A TDD system can dynamically allocate upstream and downstream bandwidth, depending
on traffic requirements.

1.3.4 European Telecommunications Standards Institute (ETSI)

ETSI is a nonprofit organization whose mission is to produce the telecommunications standards that will be
used throughout Europe and beyond. ETSI is composed of numerous technical committees, each one working
on a particular technical area and which produces its own set of standards. ETSI has also established a number
of projects; the most important in the context of Mobile Internet include the following:

* BRAN (Broadband Radio Access Networks)
« TIPHON (Telecommunications Internet Protocol Harmonization Over Networks)

Let us briefly discuss each project.
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1.3.4.1 ETSI Broadband Radio Access Networks (BRAN)

The BRAN project prepares standards for equipment providing broadband (25 Mbit/sec or more) wireless
access to wireline-based networks in both private and public environments, operating in either licensed
or license-free spectrum. These systems address both business and residential applications. Fixed wireless
access systems are intended to be high-performance, easily set up, competitive alternatives to wireline-
based access systems.

The BRAN specifications address the PHY as well as the data link control (DLC) layer. Interworking
specifications that allow broadband radio systems to interface to existing wired networks, such as ATM,
TCP/IP, and UMTS, are also considered.

ETSI BRAN produces specifications for three major standard areas:

+ HiperLAN/2, a mobile broadband short-range access network
+ HiperAccess, a fixed wireless broadband access network
+ HiperMAN, a fixed wireless access network that operates below 11 GHz

1.3.4.1.1 HiperLAN/2

HiperLAN/2 is intended for private WLANS as well as serving as a complementary access mechanism in
hotspot areas for public mobile network systems. It gives consumers in corporate, public, and home
environments wireless access to the Internet and future multimedia, as well as real-time video services
at speeds of up to 54 Mbit/sec in the 5-GHz frequency band. HiperLAN/2 is quick and easy to install,
and it provides interworking with several core networks, including Ethernet, IEEE 1394, and Asynchro-
nous Transfer Mode (ATM).

ETSI BRAN has completed a technical report (see ETSI TR 101 957) on the requirements and the
architecture for interworking between HiperLAN/2 and UMTS or other 3G networks. By cooperating
closely with the Multimedia Mobile Access Communications Promotion Council (MMAC) in Japan and
the IEEE in the U.S., the BRAN project aims to produce “generic” WLAN-3G interworking solutions
independent of the access techniques used in the WLAN standard.

More information about HiperLAN/2 can be found at http://portal.etsi.org/bran/kta/Hiperlan/
hiperlan2.asp.

1.3.4.1.2 HiperAccess
The HiperAccess project produces standards for broadband multimedia fixed wireless access. The
HiperAccess specifications allow for a flexible and competitive alternative to wired access networks. It is
an interoperable standard in order to promote mass market, and thereby low-cost, products.
HiperAccess is targeting high-frequency bands, especially for the 40.5- to 43.5-GHz band. For these
frequency bands, Time Division Multiple Access (TDMA) is used as multiple access scheme and a single
carrier modulation scheme is used.
Note that ETSI BRAN is closely cooperating with IEEE WG 802.16 (see Section 1.3.3.1.3) to harmonize
the interoperability standards for broadband multimedia fixed wireless access networks.

1.3.4.1.3 HiperMAN

HiperMAN is aiming principally for the same usage as HiperAccess but is targeted at different market
segments and uses a different part of the spectrum. In particular, HiperMAN standardization focuses on
solutions optimized for frequency bands below 11 GHz. HiperMAN is an interoperable broadband fixed
wireless access system operating at radio frequencies between 2 GHz and 11 GHz.

The HiperMAN standards specify the PHY and DLC layers, which are core-network independent and
the core-network—specific convergence sublayers. It should be noted that to specify a complete system,
other specifications, such as the Network and higher layers, are required. These specifications are assumed
to be available or to be developed by other bodies. The implementation includes at least one subscriber
unit that communicates with a base station via an interoperable radio air interface, the interfaces to
external networks, and services transported by the DLC and PHY protocol layers.

In support of a single worldwide standard for fixed wireless access systems operating below 11 GHz,
BRAN decided to use the IEEE 802.16a Orthogonal Frequency Division Multiplexing (OFDM) PHY and
MAC as a baseline for PHY and DLC, respectively.
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1.3.4.2 ETSI TIPHON (Standardization of Voice over the Internet)

The objective of the TIPHON project is to ensure that users connected to IP-based networks can establish
voice and data communications with users in legacy circuit-switched networks (such as PSTN, ISDN,
and GSM), and vice versa. Apart from delivering the appropriate ETSI technical specifications and reports,
the activity also includes validation and demonstrations in order to confirm the appropriateness of the
proposed solutions.

At the end of 2001, the TIPHON project completed the third release of standardization, providing for
interoperability of telecommunication services in mixed technology and administrative environments.
This release completes the specification of the basic call service across multiple transport networks made
up of different technologies (packet, circuit-switched, or wireless) and under different administrative
controls and policies.

The TIPHON approach uses a new functional architecture, which separates the roles of application
service provider (ASP) and transport network operator. By using this approach, the ASP can offer unique
application services consisting of a number of standardized building blocks or service capabilities. A
further innovation is the introduction of a technology-independent protocol framework, known as the
TIPHON meta-protocol. This protocol is used to generate profiles for widely deployed industry protocols,
such as H.323, SIP, and H.248, thus enabling service interoperability in mixed-protocol environments.
In addition, specifications and technical reports have been produced, including test suites and require-
ments for naming and addressing, end-to-end QoS, security, and lawful interception.

1.3.5 Internet Engineering Task Force (IETF)

In this section we briefly review the most important activities in IETF related to the mobile Internet.
IETF is separated into numerous WGs (www.ietf.org/html.charters/wg-dir.html), each one addressing
a specific technical area. In general, IETF addresses the problems associated with the specification of all-
IP mobile networks and applications. In this context, the IP protocol suite is enhanced in order to provide
mobility management, paging, and other features required in mobile IP networks. In addition, several
Application layer protocols are being specified to aid in the provision of IP multimedia services.

1.3.5.1 IETF MOBILE IP Working Group (Mobility)

The Mobile IP WG has developed routing support to permit IP nodes (hosts and routers) using either
IPv4 or IPv6 to seamlessly “roam” among IP subnetworks and media types. The Mobile IP method (see
RFC 3220) supports transparency above the IP layer, including the maintenance of active TCP connections
and User Datagram Protocol (UDP) port bindings. Where this level of transparency is not required,
solutions such as Dynamic Host Configuration Protocol (DHCP) and dynamic Domain Name System
(DNS) updates may be adequate, and techniques such as Mobile IP may not be needed.

The Mobile IP WG focuses on deployment issues in Mobile IP and provides appropriate protocol solutions
to address known deficiencies and shortcomings. For example, the wireless/cellular industry is considering
using Mobile IP as one technique for IP mobility for wireless data. The working group is attempting to gain
an understanding of data services in cellular systems, such as GPRS, UMTS, and CDMA2000, and interact
with other standards bodies that are trying to adopt and deploy Mobile IP protocols.

The Mobile IP WG addresses the following:

+ Using network address identifiers to identify mobile users/nodes

+ Specifying how Mobile IP should use AAA functionality to support interdomain and intradomain
mobility

+ Developing solutions for IPv4 private address spaces for the scenarios needed for deployment

+ Documenting any requirements specific to cellular/wireless networks

+ Guaranteeing QoS in the mobile IP environment using Differentiated Services (DiffServ) and/or
Integrated Services (IntServ)/Resource Reservation Protocol (RSVP)

+ Ensuring location privacy
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1.3.5.2 IETF Seamoby Working Group

During the fast handoff discussions within the Mobile IP WG, a need for a new protocol was identified
that would allow state information to be transferred between edge mobility devices. Examples of state
information that could be useful to transfer are AAA information, security context, QoS properties
assigned to the user, and robust header compression information.

Several standards-defining organizations, such as the ones we have already discussed (3GPP, 3GPP2,
IEEE, ETSI), among others, rely on IETF to develop a set of protocols that will enable them to provide
real-time services over an IP infrastructure. Seamoby is expected to provide such protocols. Furthermore,
these protocols must allow for real-time services to work with minimal disruption across heterogeneous
wireless and wired technologies.

In addition to context transfer, the SEA Seamoby MOBY WG has identified two more technologies
that are important for use as tools for providing real-time services over IP wireless infrastructure: Handoff
Candidate Discovery and Dormant Mode Host Alerting (also known as IP paging). Another technology,
the so-called micromobility, in which routing occurs without the Mobile IP address change, was deter-
mined by Seamoby to require additional research. However, micromobility has been addressed by the
IRTF Routing Research Group.

1.3.5.3 IETF SIP Working Group (SIP)

The SIP WG (www.softarmor.com/sipwg/) is tasked with continuing the development of the SIP protocol,
specified in RFC 3261 (www.ietf.org/rfc/rfc3261.txt). SIP is a text-based protocol, similar to HTTP and
SMTP, for initiating interactive communication sessions among users; examples include voice, video,
chat, interactive games, and virtual reality. SIP was first developed within the Multiparty Multimedia
Session Control (MMUSIC) WG. In addition, the main Multipurpose Internet Mail Extension (MIME)
type carried in SIP messages — that is, the Session Description Protocol (SDP), specified in RFC 2327
— was developed by MMUSIC.

The main work of SIP WG involves bringing SIP from a proposed to a draft standard, as well as
specifying and developing proposed extensions that arise from strong requirements. The SIP WG con-
centrates on the specification of SIP and its extensions and does not explore the use of SIP for specific
environments or applications.

IETF SIP maintains numerous Internet drafts, which you can find at www.ietf.org/ids.by.wg/sip.html.

1.3.5.4 IETF IMPP Working Group

The Instant Messaging and Presence Protocol (IMPP) WG (http://www.imppwg.org/) defines protocols
and data formats necessary to build an Internet-scale end-user presence awareness, notification, and
instant messaging system. Instant messaging differs from e-mail primarily in that its main focus is on
immediate end-user delivery. IMPP provides an architecture for simple instant messaging and presence
awareness/notification. It specifies how authentication, message integrity, encryption, and access control
are integrated.

The Instant Messaging and Presence architecture of IMPP has been adopted by the 3GPP and 3GPP2
standardization bodies in order to offer instant messaging and presence services over their IP Multimedia
Subsystem (see Section 1.3.1.2.3).

1.3.5.5 IETF AAA Working Group (AAA)

The AAA WG focuses on the development of requirements for authentication, authorization, and
accounting as applied to network access. Requirements were gathered from the IETF Network Access
Server Requirements (NASreq), Mobile IP, and Roaming Operations (ROAMOPS) WGs as well as Tele-
communications Industry Association (TTA) 45.6.

1.3.5.6 IETF IPv6 Working Group

IPv6 (also formerly known as IP Next Generation or IPng) is intended to support the continued growth
of the Internet, both in size and capabilities, by offering a greatly increased IP address space and other

© 2004 by CRC PressLLC


http://www.imppwg.org/
http://www.softarmor.com/
http://www.ietf.org/
http://www.ietf.org/

enhancements over IPv4. The IP Next Generation (IPng) WG was originally chartered by the Internet
Engineering Steering Group (IESG) to implement the recommendations of the IPng Area Directors as
outlined at the July 1994 IETF meeting and in “The Recommendation for the IP Next Generation
Protocol,” or RFC1752. Most of the tasks in that original charter have been completed, and the core IPv6
protocol specifications are now on the IETF standards track.

The Internet drafts and RFCs provided by IPv6 WG can be found at www.ietf.org/html.charters/ipv6-
charter.html.

1.3.5.7 IETF IPSec Working Group (Security)

The Secure Internet Protocol (IPSec) WG focuses on the following short-term goals to improve the
existing key management protocol (IKE) and IPSec encapsulation protocols:

+ Changes to IKE to support network address translation (NAT')/firewall traversal

+ Changes to IKE to support Stream Control Transmission Protocol (SCTP)

+ New cipher documents to support AES-CBC, AES-MAC, SHA-2, and a fast AES mode suitable
for use in hardware encryptors

+ IKE Management Information Base (MIB) documents

+ Sequence number extensions to Encapsulation Security Payload (ESP) to support an expanded
sequence number space

+ Clarification and standardization of rekeying procedures in IKE

The working group also updates IKE to clarify the specification and to reflect implementation expe-
rience, new requirements, and protocol analysis of the existing protocol. The requirements for IKE v2
were revised and updated as the first step in this process.

The Internet drafts and RFCs provided by IPv6 can be found at http://www.ietf.org/html.charters/
ipsec-charter.html.

1.3.5.8 IETF DiffServ Working Group (QoS)

The DiffServ WG is dealing with the provision of differentiated classes of service for Internet traffic to
support various types of application and specific business requirements. This WG has specified the
DiffServ architecture for differentiated services in IP networks; it has standardized a small number of
specific per-hop behaviors (PHBs) and recommended a particular bit pattern, or “code-point,” of the DS
field for each one, in RFC 2474, RFC 2597, and RFC 2598.

The Internet drafts and RFCs provided by IPv6 can be found at http://www.ietf.org/html.charters/
diffserv-charter.html.

1.4 Concluding Remarks

In this introductory chapter we discussed the main aspects of the evolution toward the mobile Internet,
including the key players in this evolution. In this context, we briefly discussed the activities of 3GPP,
3GPP2, IEEE, ETSI, and IETE which relate to the technologies that enable the mobile Internet. We
provided numerous references to enable the interested reader to find the most up-to-date information.
We pointed out that the mobile-Internet technologies are tightly related to the so-called beyond-3G
technologies. In addition, we described the main characteristics of the mobile Internet and clarified the
wireless IP services that are already available.

In short, we concluded that the evolution toward the mobile Internet is characterized by several issues:

* An evolution toward all-IP-based networks — that is, networks that support IP-based application
signaling, mobility management, and QoS, as well as IP-based transport in the core and network
access.

+ Advanced IP multimedia applications, which are tightly integrated with the equivalent applications
in the Internet. Voiceover IP, video/audio streaming, instant messaging, presence, press-to-talk,
and other services will be enabled through the use of IP-based signaling protocols, such as SIP.
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Provisioning of end-to-end QoS, in order to support the demanding multimedia applications over
diverse access media.

An evolution of mobile terminals toward software-configurable radios with the capability to be
reprogrammed over the air and support many radio-access technologies across many frequency
bands.

An evolution toward highly heterogeneous networks with several access technologies (both wired
and wireless) with enhanced mobility management that supports fast vertical handovers and
seamless session mobility.

Robust and highly sophisticated security and AAA mechanisms and protocols.

Adaptation of IPv6.

Integration with wireless personal area network technologies.

In the chapters that follow, we will look more closely at various technologies that serve as key mobile-
Internet enablers.
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2.1 Introduction

In the past few years, the Internet Protocol (IP) has enjoyed a tremendous attention, and it is considered
today the major candidate for the next-generation networks. The IP protocol, up to its current version
4, was designed for fixed networks and “best effort” applications with low network requirements, such
as e-mail and file transfer, and accordingly, it offers an unreliable service that is subject to packet loss,
reordering, packet duplication, and unbounded delays. This service is completely inappropriate for such
demanding services as videoconferencing and Voiceover IP (VoIP). Additionally, no mobility support is
provided, making it difficult for pure IP to be used for mobile communications. The expected new version
6 of IP provides some means for quality of service (QoS) and mobility support, but it still needs
supporting mechanisms to fulfill the increasing user requirements. On the other hand, the growing
demand of users for mobility support has led to the considerable development of wireless communica-
tions. In particular, Wireless Local Area Networks (WLANSs), offering indoor and limited outdoor com-
munications, are becoming more popular and tend to replace the traditional wired LANs. Toward this
direction, many standards from various organizations and forums have been created to extend the
capabilities of wireless networks and offer more advanced services. As a result, the transmission speed
has been increased to tens of megabits per second (Mbps), making it possible to support a wide range
of applications.

The efficient support of IP communications over WLANSs is considered a key issue for next-generation
networks. WLANs can offer high-speed communications in indoor and limited outdoor environments,
providing efficient solutions for advanced applications. They can either act as alternative in-building
network infrastructures or complement wide-area mobile networks as alternative access systems in
hotspots, where a large density of users is expected (e.g., metro stations, malls, and airports). Although
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the main problems to be solved are similar to those in other wireless environments (security, QoS, and
mobility), the particularities of WLANs demand specialized solutions. These particularities include
unlicensed operation bands, fast transmission speed, and increased interference and fading, combined
with node movement. In particular, the lack of reliable security mechanisms and interworking solutions
with existing and future Public Land Mobile Networks (PLMNs) prevent the adoption of WLANs in
commercial applications.

For QoS support in WLANSs, existing proposals include performance-enhancing proxies (PEPs), whose
goal is to provide a wired equivalent behavior to the upper layers. These PEPs can include enhanced
error-detection and -correction mechanisms, header compression techniques, and prioritization capa-
bilities. Additionally, designated exclusively from access networks, WLAN's have to incorporate the Inte-
grated Services (IntServ) framework, designed by the Internet Engineering Task Force (IETF) for that
purpose. IntServ uses the Resource Reservation Protocol (RSVP) for requesting QoS per flow and setting
up reservations end-to-end upon admission. This approach is problematic in wireless links, due to the
variable available bandwidth they provide, which results in a need for specific enhancements. Concerning
mobility support, well-known macromobility solutions, such as Mobile IP, do not perform well in WLAN's
because of the long delays and increased packet losses they introduce in handover. The problem is
amplified in real-time applications, where the tolerances in delay and packet losses are very strict.
Accordingly, a number of proposals can be found in the literature, referred to as micromobility solutions ,
targeted at WLANSs environments. We describe major representatives of these solutions later in this
chapter. As for security support, WLANSs suffer, like every radio-broadcasting technique, from potential
interceptions and unauthorized use of the system. This chapter focuses mainly on security solutions
provided by the 802.11 family, which is considered the most promising effort for a complete set of
standards for WLANS.

2.2 WLANSs Basics

A WLAN is a flexible data communication system, implemented as an extension to a wired LAN within
a limited area of coverage. Using high-frequency electromagnetic waves, WLANs transmit and receive
data over the air, minimizing the need for wired connections. They combine data connectivity with user
mobility and, through simplified configuration, enable communication of movable terminals. Over the
past decade, WLANS have gained strong popularity in a number of environments, including health care,
retail, manufacturing, warehousing, and academia. Today, they are becoming more widely recognized as
a general-purpose connectivity alternative for a wide range of applications.

End users access a WLAN via proper adapters, which can be implemented as external modules in
notebooks and desktop computers or integrated modules within personal digital assistants (PDAs) and
handheld computers. We usually refer to these terminals as Mobile Nodes (MNs) . The access to the wired
LAN infrastructure is accomplished via a transceiver device, referred to as an access point (AP) , which
includes a WLAN adapter and a connection to the wired LAN using standard Ethernet cable. The coverage
area of an AP is usually referred to as a cell. The AP receives, buffers, and transmits data between MNs
of its cell and the wired network infrastructure. Furthermore, the AP serves as a distribution node in
case a WLAN user wishes to communicate with another WLAN user associated with the same or a
different AP. In such a case, the data is transferred between the relevant APs to the intended receiver. A
single AP can support a small number of users and can function within a comparatively limited area of
a few meters. Multiple APs can provide wireless coverage for an entire building or campus. Alternatively,
many WLAN technologies support direct communication of end users without the intervention of an
AP. This kind of operation, known as ad-hoc networking , provides freedom of communication among
compatible MNs that are placed in a limited range within each other, in regions where a supporting
structure of APs is not available. On the other hand, the lack of a coordinating entity usually results in
poorer or unpredictable performance, especially in heavy-load conditions. Ad-hoc networking is used
mainly for special-purpose applications where an infrastructure is not available (e.g., military). In the
rest of the chapter, we focus mainly on cell-based WLAN?s.
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2.2.1 802.11 Brief Description

The Institute of Electrical and Electronics Engineers (IEEE) is developing an international WLAN stan-
dard identified as IEEE 802.11' whose scope is “to develop a Medium Access Control (MAC) and Physical
Layer (PHY) specification for wireless connectivity for fixed, portable and moving stations within a local
area.” More specifically, the purpose of the standard is twofold:

+ “To provide wireless connectivity to automatic machinery, equipment, or stations that require
rapid deployment, which may be portable, or hand-held or which may be mounted on moving
vehicles within a local area.”

“To offer a standard for use by regulatory bodies to standardize access to one or more frequency
bands for the purpose of local area communication.”

The IEEE 802.11 standard describes two transmission rates at 1 Mbps (mandatory) and 2 Mbps
(optional). Mandatory support for asynchronous data transfer is specified, as well as optional support
for Distributed Time-Bounded Services (DTBS). Asynchronous data transfer refers to traffic that is
relatively insensitive to time delay. Time-bounded traffic, on the other hand, is bounded by specified
time delays to achieve an acceptable QoS (e.g., packetized voice and video). The Basic Service Set (BSS)
is the fundamental building block of the IEEE 802.11 architecture. A BSS is defined as a group of stations
that are under the direct control of a single coordination function (i.e., a Distributed Coordination
Function [DCF] or Point Coordination Function [PCF]). For example, the MNs and the AP of a cell are
considered to be one BSS.

The standard also specifies three different physical-layer implementations: Frequency Hopping Spread
Spectrum (FHSS), Direct Sequence Spread Spectrum (DSSS), and Infrared (IR). The FHSS utilizes the
2.4-GHz Industrial, Scientific, and Medical (ISM) band (i.e., 2.4000-2.4835 GHz), where a maximum
of 79 channels are specified in the hopping set. The first channel has a center frequency of 2.402 GHz,
and all subsequent channels are spaced 1 MHz apart. The channel separation corresponds to 1 Mbps of
instantaneous bandwidth. The DSSS also uses the 2.4-GHz ISM frequency band, where the 1-Mbps basic
rate is encoded using Differential Binary Phase Shift Keying (DBPSK), whereas the 2-Mbps enhanced
rate uses Differential Quadrature Phase Shift Keying (DQPSK). The spreading is done by dividing the
available bandwidth into 11 subchannels, each 11-MHz wide, and using an 11-chip Barker sequence to
spread each data symbol. The maximum channel capacity is therefore (11 chips/symbol)/(11 MHz) = 1
Mbps if DBPSK is used. Finally, the IR specification identifies a wavelength range from 850 to 950 nm.
The IR band is designed for indoor use only and operates with nondirected transmissions. The IR
specification was designed to enable MNs to receive line-of-site and reflected transmissions. Encoding
of the basic access rate of 1 Mbps is performed using 16-Pulse Position Modulation (PPM), where 4 data
bits are mapped to 16 coded bits for transmission. The enhanced access rate (2 Mbps) is performed using
4-PPM modulation, where 2 data bits are mapped to 4 coded bits for transmission.

IEEE 802.11 defines two access modes for the MAC layer, namely the DCF and the PCFE. DCF uses
Carrier Sense Multiple Access/Collision Avoidance (CSMA/CA), requiring each MN to listen for other
users. If the channel is idle, the MN may transmit. However, if the channel is busy, the MN waits until
transmission stops and then enters into a random backoff procedure. This prevents multiple MNs from
seizing the medium immediately after completion of the preceding transmission. An MN performs virtual
carrier sensing by sending MAC Protocol Data Unit (MPDU) duration information in the header of
Request to Send (RTS), Clear to Send (CTS), and data frames. An MPDU is a complete data unit that
is passed from the MAC sublayer to the physical layer. The MPDU contains header information, payload,
and a 32-bit Cyclic Redundancy Check (CRC). The duration field indicates the amount of time (in
microseconds) after the end of the present frame that the channel will be utilized to complete the
successful transmission of the data or management frame. Other MNs can use the information in the
duration field to adjust their Network Allocation Vector (NAV), which indicates the amount of time that
must elapse until the current transmission session is complete and the channel can be sampled again for
idle status. The channel is marked busy if either the physical or virtual carrier sensing mechanisms
indicate that the channel is busy.
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FIGURE 2.1 Transmission during the CFP.

As an optional access method, the 802.11 standard defines the PCE, which enables the transmission
of time-sensitive information. With PCE, a Point Coordinator (PC) within the AP controls which MNs
can transmit during any given period of time. Within a time period called the Contention Free Period
(CFP), the PC steps through all MNss operating in PCF mode and polls them one at a time. For example,
the PC may first poll MN A, allowing it to transmit data frames buffered in its output queues, without
interference from other MNs. The PC will then poll the next MN and continue down the polling list, in
order to give all MNs a chance to send their data. In brief, PCF is a contention-free protocol that enables
MNs to transmit data frames synchronously, thereby controlling time delays between transmissions. This
makes it possible for more effective support of information flows generated from applications with strict
delay requirements, such as video and voice.

More specifically, the operation in PCF mode is as follows: At the nominal start of the CFP, the PC
senses the medium. If the medium is idle, the PC transmits a beacon frame to initiate the CFP. The PC
starts contention-free transmission by sending a CF-Poll (no data), Data, or Data + CF-Poll frame. The
PC can immediately terminate the CFP by transmitting a CF-End frame, which is common if the network
is lightly loaded and the PC has no traffic buffered. If a CF-aware MN receives a CF-Poll (no data) frame
from the PC, the MN can respond to the PC with a CF-ACK (no data) or a Data + CF-ACK frame. If
the PC receives a Data + CF-ACK frame from an MN, the PC can send a Data + CF-ACK+ CF-Poll
frame to a different MN, where the CF-ACK portion of the frame is used to acknowledge receipt of the
previous data frame. The ability to combine polling and acknowledgment frames with data frames,
transmitted between MNs and the PC, was designed to improve efficiency. If the PC transmits a CF-Poll
(no data) frame and the destination MN does not have a data frame to transmit, the MN sends a Null
Function (no data) frame back to the PC. Figure 2.1 illustrates the transmission of frames between the
PC and a MN, and vice versa. If the PC fails to receive an ACK for a transmitted data frame, the PC
continues transmitting to the next station in the polling list. After receiving the poll from the PC, as
described above, the MN may choose to transmit a frame to another MN in the BSS. When the destination
MN receives the frame, a DCF-ACK is returned to the source MN, and after that the PC starts transmitting
any additional frames.?

Two physical-layer extensions of the 802.11 have been standardized, first the 802.11b followed by
802.11a. The IEEE 802.11b physical layer can support higher data rates of 5.5 and 11 Mbps by using
Complementary Code Keying (CCK) with Quadrature Phase Shift Keying (QPSK) modulation and DSSS
technology at the 2.4-GHz band. In addition, IEEE 802.11b defines dynamic rate shifting, which allows
data rates to be automatically adjusted to lower speed for noisy conditions. Most commercial products
today are based on the 802.11b technology. 802.11a uses the 5-GHz unlicensed band and Orthogonal
Frequency Division Multiplexing (OFDM) modulation to deliver data up to 54 Mbps at a shorter range
of 50 to 70 meters. OFDM works by splitting the radio signal into multiple smaller subsignals that are
then transmitted simultaneously at different frequencies to the receiver. 802.11a is expected to be the
next logical step forward from 802.11b, as the need for increased data transfer rate accelerates.
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Other standards in the 802.11 alphabet have been developed, including the following:

802.11g (20+ Mbps at 2.4 GHz): 802.11g uses the same OFDM scheme as 802.11a and will potentially
deliver speeds comparable with 802.11a. Its main characteristic is that it operates in the 2.4-GHz
band that 802.11b equipment occupies and for this reason should be compatible with existing
WLAN infrastructures. Like 802.11b, 802.11g is limited to three nonoverlapping channels.

802.11f (Inter-Access Point Protocol): The existing 802.11 standard does not specify the communi-
cations among APs for supporting users during roaming from one AP to another. Vendor-specific
solutions could work only for APs of the same vendor, limiting the implementation choices for
present and future networks. The 802.11f task group is currently working on specifying the Inter-
Access Point Protocol (IAPP) that provides the necessary mechanism for information exchange
among APs needed to support the 802.11 distribution system functions (e.g., roaming). In the
absence of 802.11f, APs of the same vendor should be utilized to ensure interoperability for roaming
users. In some cases, a mix of AP vendors will still work, especially if the APs are Wireless-Fidelity
(Wi-Fi) certified, but only the inclusion of 802.11f in AP design will eventually open up the options
and add interoperability assurance when selecting AP vendors.

802.11e (MAC enhancements for QoS): Without strong QoS, the existing version of the 802.11
standard cannot support the operation of real-time traffic, such as voice and video. Even the PCF
model cannot guarantee absolute values for packet delays. For this reason, the 802.11e task group
is currently adding extra functionality to the 802.11 MAC layer to improve QoS for better support
of a larger set of applications. The 802.11e standard falls within the MAC layer, and it will be
common to all 802.11 PHY layers, while staying backward compatible with existing 802.11 WLANS.
The main enhancements introduced with 802.11e are two new transmission modes: the Enhanced
Distributed Coordination Function (EDCF) and the Hybrid Coordination Function (HCF),
described later in this chapter.

802.11i (MAC enhancements for security in 802.11): The existing 802.11 standard specifies the use
of relatively weak, static encryption keys without any form of key distribution management. This
makes it possible for outsiders to access and decipher Wired Equivalent Privacy (WEP)-encrypted
data on a WLAN. 802.11i will incorporate 802.1x and stronger encryption techniques, such as
AES (Advanced Encryption Standard), to enhance the security of 802.11 in order to be suitable
for confidential information exchange.

2.2.2 HiperLAN/2 Brief Overview

HiperLAN/2 is the result of the Broadband Radio Access Networks (BRAN) project of the European
Telecommunications Standards Institute (ETSI), and its goal is to provide a high-speed radio-access
standard for local area communications. Two basic modes of operation are supported: centralized mode
(CM) and direct mode (DM). The CM of operation applies to the cellular networking topology where
an AP controls each radio cell, which covers a certain geographical area. In this mode, MNs communicate
with one another or with the core network through the AP. The CM of operation is mainly used in
indoor and outdoor environments where the area to be covered is larger than a radio cell and the
infrastructure allows the development of a distribution system. The DM of operation applies to ad-hoc
networks, where the entire serving area is covered by one radio cell. In this mode, MNs can communicate
directly with one another. In this mode, one MN has the role of the AP in order to simply assign radio
resources to the rest of the MNs.

The HiperLAN/2 system operates at the 5-GHz unlicensed band (the same as IEEE 802.11a) and
includes three major layers:

+ A flexible PHY layer able to support multiple modes of transmission

+ A Data-Link Control (DLC) layer, consisting of the MAC sublayer and error control capabilities

+ A set of Convergence Layers (CLs), facilitating access to various core networks (Asynchronous
Transfer Mode [ATM], IP, third-generation networks, and so forth)
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TABLE 2.1 PHY-Layer Modes Defined for HiperLAN/2

Mode  Modulation  Code Rate ~ PHY Bit Rate ~ PHY Bytes/fOFDM Symbol

1 BPSK — 6 Mbps Mbps 3.0
2 BPSK — 9 Mbps Mbps 4.5
3 QPSK — 12 Mbps Mbps 6.0
4 QPSK — 18 Mbps Mbps 9.0
5 16QAM 9/16 27 Mbps Mbps 135
6 16QAM — 36 Mbps Mbps 18.0
7 64QAM — 54 Mbps Mbps 27.0

For the PHY layer, the same OFDM scheme used in IEEE 802.11a has been selected as well for
HiperLAN/2, due to its good performance on highly dispersive channels. A 20-MHz channel raster
provides a reasonable number of channels in a 100-MHz bandwidth. To avoid unwanted mixed frequen-
cies in implementations, the sampling frequency is also 20 MHz (at the output of a 64-point inverse fast
Fourier transform[IFFT] in the modulator). The obtained subcarrier spacing is 312.5 kHz. To facilitate
the implementation of filters and to achieve sufficient adjacent channel suppression, 52 subcarriers are
used per channel; 48 subcarriers carry data, and 4 are pilots that facilitate coherent demodulation.> A
key feature of the PHY layer is to provide several modulation and coding alternatives. The intent is both
to adapt to current radio-link quality and to meet the requirements for different PHY-layer properties
as defined for the transport channels within the DLC layer. BPSK, QPSK, and 16QAM are the supported
subcarrier modulation schemes (64QAM is optional). Forward error control is performed by a convolutional
code with a rate of 1/2 and a constraint length of 7. The three code rates — 1/2,9/16, and 3/4 — are obtained
by puncturing. Seven PHY-layer modes are specified in Table 2.1.

The DLC layer represents the logical link between an AP and its associated MTs. It includes functions
for MAC and data transmission (in the user plane) as well as functions for terminal/user and connection
control (in the control plane). Thus, the DLC layer includes the following functions (which can also be
considered as sublayers):

* Medium Access Control (MAC)

+ Error Control (EC)

+ Radio Link Control (RLC), handling association, radio resource management, and connection
setup/release

The DLC layer implements a service policy that takes into account such factors as QoS characteristics
of each connection, channel quality, the number of terminal devices, and medium sharing with other
access networks operating in the same area. DLC operates on a per-connection basis, and its main
objective is to maintain QoS on a virtual circuit basis. Depending on the type of required service and
the channel quality, capacity, and utilization, the DLC layer can implement a variety of means, such as
Forward Error Correction (FEC), Automatic Repeat Request (ARQ), and flow pacing, to optimize the
service provided and maintain QoS.

Two major concepts of the DLC layer are the logical channels and the transport channels . A logical
channel is a generic term for any distinct data path, identified by the type of information it conveys and
the interpretation of the values in the corresponding messages. Logical channels can be viewed as logical
connections between logical entities and are mostly used when referring to the meaning of message
contents. The names of the logical channels consist of four letters. The HiperLAN/2 DLC layer defines
the following logical channels:

+ Broadcast Control Channel (BCCH): Conveys downlink broadcast control data for the whole AP
coverage area.
+ Frame Control Channel (FCCH): Conveys the structure of the MAC frame on the downlink.
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FIGURE 2.2 HiperLAN/2 MAC frame structure.

* Random Access Feedback Channel (RFCH): Used to inform the MTs about the result of their
access to RCH.

+ RLC Broadcast Channel (RBCH): Conveys broadcast control information on the downlink.

+ Dedicated Control Channel (DCCH): Carries RLC messages and is established implicitly during
MT association.

+ User Broadcast Channel (UBCH): Used to transmit user broadcast data from the CL.

+ User Multicast Channel (UMCH): Used to transmit user multicast data from the CL.

+ User Data Channel (UDCH): Used to transmit user data on both directions.

+ Link Control Channel (LCCH): Used to transmit ARQ feedback and discard messages in both
directions.

+ Association Control Channel (ASCH): Conveys new association and handover requests on behalf
of the RLC on the uplink.

The logical channels are mapped onto different transport channels, which provide the basic elements
for constructing Protocol Data Units (PDUs) and describe the format of the various messages (length,
value representation, etc.). The message contents and their interpretation, however, are subject to the
logical channels. The transport channels are named and referred to using three-letter abbreviations. The
following transport channels are defined in the DLC layer:

+ Broadcast Channel (BCH): Carries the BCCH on the downlink.

+ Frame Channel (FCH): Carries the FCCH on the downlink.

+ Access Feedback Channel (ACH): Used for transmitting the RECH on the downlink.

+ Long Transport Channel (LCH): Transports user data for the connections related to the UDCHs,
UBCHs, and UMCHs, as well as control information for the connections related to DCCH and RBCH.

+ Short Transport Channel (SCH): Transports short control information for DCCH, LCCH, and
RBCH.

* Random Channel (RCH): It is used for sending control information when no granted SCH is
available. It carries Resource Requests (RRs), ASCH, and DCCH data.

The MAC protocol of HiperLAN/2 is based on the Time-Division Duplex (TDD) and Time Division
Multiple Access (TDMA) schemes. Time is divided in MAC frames, which are further subdivided in time
slots. Time slots are allocated to the connections dynamically and adaptively, depending on the current
needs of each connection. The duration of each MAC frame is fixed to 2 ms. Each frame consists of
transport channels for broadcast control, frame control, access control, downlink (DL) and uplink (UL)
data transmission, and random access. All data between the AP and the MTs is transmitted in the dedicated
time slots, except for the random access channel, where contention for the same time slot is allowed.
The duration of the broadcast control field is fixed, whereas the duration of the other field may be variable
according to the current traffic needs. Slot allocation is performed by a MAC scheduler, located at the
AP, taking into account QoS requirements and traffic characteristics of each connection. A MAC sched-
uling algorithm is not specified by the HiperLAN/2 standards, and it is left to the implementers to develop
an efficient scheduling algorithm that will be able to incorporate all diverse characteristics of QoS
provision. The basic structure of the HiperLAN/2 MAC frame is shown in Figure 2.2.
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The EC entity supports three modes of operation:

+ Acknowledged mode provides reliable transmissions using retransmissions to compensate for the
poor link quality. The retransmissions are based on acknowledgments from the receiver. In order
to support QoS for delay-critical applications (e.g., voice or real-time video), the EC may also
utilize a discard mechanism for eliminating LCHs that have exceeded their lifetime.

* Repetition mode provides a reliable transmission by arbitrarily repeating LCHs without any
feedback from the receiver. Repetition mode is used for the transmission of UBCH.

+ Unacknowledged mode provides an unreliable, low-latency transmission, where no retransmis-
sion control or discard of messages is supported.

2.3 IP Quality of Service over WLANSs

2.3.1 Problem Statement

The IP protocol and its main transport layer companions (TCP and UDP) were designed for fixed
networks, under the assumption that the network consists of point-to-point physical links with stable
available capacity. When a WLAN is used as an access system, it introduces at least one multiple-access
wireless link with variable available capacity, resulting in low protocol performance. Here are the main
weaknesses of the IP-over-wireless links:

+ No error-detection/correction mechanisms are available. Assuming reliable links, the only logical
explanation for undelivered IP packets is congestion at some intermediate nodes, which should
be treated in higher layers with appropriate end-to-end congestion-control mechanisms. UDP,
targeted mainly for real-time traffic, does not include any congestion control, because this would
introduce unacceptable delays. Instead, it simply provides direct access to IP, leaving applications
to deal with the limitations of IP’s best-effort delivery service. TCP, on the other hand, dynamically
tracks the round-trip delay on the end-to-end path and times out when acknowledgments are not
received in time, thus retransmitting unacknowledged data. Additionally, it reduces the sending
rate to the minimum and then increases it gradually in order to probe the network’s capacity. In
WLANS, where errors can occur due to temporary channel quality degradation, both these actions
(TCP retransmissions and rate reduction) can lead to increased delays and low utilization of the
scarce available bandwidth.

+ A lack of traffic prioritization. Designed as a best-effort protocol, IP does not differentiate
treatment depending on the kinds of traffic. For example, delay-sensitive real-time traffic, such as
VoIP, will be treated in the same way as FTP or e-mail traffic, leading to unreliable service. In
fixed networks, this problem can be relaxed with overprovisioning of bandwidth wherever possible
(e.g., by introducing high-capacity fiber optics). In WLANS, this is not possible because the
available bandwidth can be as high as a few tens of Mbps. But even if bandwidth were sufficient,
multiple access could still cause unpredictable delays for real-time traffic. For these reasons, the
introduction of scheduling mechanisms is required for IP over WLANSs in order to ensure reliable
service under all kinds of conditions.

Current approaches for supporting IP QoS over WLAN:Ss fall into the following categories:*

1. Pure end-to-end: This category focuses on the end-to-end TCP operation and the relevant con-
gestion-avoidance algorithms that must be implemented on end hosts so as to ensure transport
stability. Furthermore, enhancements for fast recovery, such as TCP’s selective acknowledgment
(SACK) option and NewReno, are also recommended.

2. Explicit notification—based: This category considers explicit notification from the network to
determine when a loss is due to congestion® *<ton 47 but, as expected, requires changes in the
standard Internet protocols.
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3. Proxy-based: Split-connection TCP and Snoop are proxy-based approaches, applying the TCP
error-control schemes in only the last host of a connection. For this reason, they require the AP
to act as a proxy for retransmissions.

4. Pure link layer: Pure link layer schemes are based on either retransmissions or coding overhead
protection at the link layer (i.e., automatic repeat request [ARQ] and forward error correction
[FEC], respectively), so as to make errors invisible at the IP layer. The error-control scheme applied
is common to every IP flow irrespective of its QoS requirements.

5. Adaptive link layer: Finally, adaptive link layer architectures can adjust local error-recovery mech-
anisms according to the applications requirements (e.g., reliable flows versus delay-sensitive) and
channel conditions.

Next, we discuss specific solutions aimed at improving the QoS offered to IP traffic over WLAN:S.

2.3.2 The Wireless Adaptation Layer (WAL)

To give a more detailed view of IP performance improvements over WLANs, we look at the Wireless
Adaptation Layer (WAL), a proposal that combines a number of techniques in order to handle require-
ments imposed by various IP applications.* The WAL, designed and developed by the European project
Wireless Internet Network (WINE), allows for optimized and QoS-aware Internet communications over
WLANS to support multimedia services. The architecture is also flexible in that it accommodates a range
of popular wireless access networks and can accommodate new technologies in the future.

From a functional point of view, the WAL could be described as a PEP,° implemented as an intermediate
layer between the IP and lower layers of APs and MNs, that improves the performance of Internet
protocols operating over wireless shared-access LANs. Two of the main requirements to be undertaken
by the WAL are as follows:

1. Adaptation to the observed link conditions: Because the quality of a radio link varies over time,
the WAL applies an adaptation scheme that (1) invokes the appropriate link layer service modules
to improve channel reliability, and (2) sets parameters for the corresponding algorithms dynam-
ically (e.g., new weights to the packet scheduler or new code ratio for the FEC). The WAL adapts
itself to the channel conditions by exploiting feedback from the underlying WLAN technologies.
This feedback is obtained by measurements requested by the WAL itself. These measurements are
both wireless-interface dependent (such as bit-error ratio [BER] or signal strength) and wireless-
interface independent (such as effective throughput for a given link layer module).

2. TP QoS awareness: End-to-end IP QoS architectures like IntServ and DiffServ can be applied both to
Internet routers and to hosts. The WAL is a local boosting element, and in that sense, it complements
these architectures by mapping the application requirements to the appropriate link layer service
modules. That is, it operates a differentiated management of IP flows/streams at link layer level, mainly
in terms of error control when coupled with queue management and packet scheduling.

A main feature of the WAL is an abstraction used for service provisioning at the link layer. Each IP
datagram is classified into classes and associations . Service provision in the WAL is based on these two
concepts. A WAL class defines the service offered to a particular type of application traffic (e.g., audio/
video streaming, bulk transfer, interactive transfer, Web) and the sequence of link-layer modules (protocol
components) that provide such a service. The module list for every class is completely defined so that
every WAL MN uses the same module order within the same class. This approach allows the WAL packet
classification to be mapped onto existing Internet QoS classes. Specifically, DiffServ is considered here,
and the WAL packet class is determined by the DiftServ field, the Type of Service (ToS) and Traffic Class
octet fields in IPv4 and IPv6, respectively) or the protocol type field (Protocol and Next Header octet
fields in IPv4 and IPv6, respectively) of the IP packet header.

An association identifies a stream of IP datagrams belonging to the same class and destined to a specific
MN — that is, WAL_Association = <WAL_Class, MN_Id> . A fair allocation of bandwidth can be easily
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FIGURE 2.3 WINE internal architecture.

achieved if it is based on a per-user operation. In addition, services for particular users can be customized
to meet their QoS requirements and to implement a differentiated-charging policy. Another advantage
of distinguishing IP streams with respect to their destination is that channel-state conditions can be taken
into account. In fact, as the condition of each wireless channel varies independently, the parameters of
the modules defined for a class will be adjusted dynamically to adapt them to changes that take place in
a channel.

The WAL coordinator shown in Figure 2.3 may be viewed as the central “intelligence” of the WAL.
Both downstream and upstream traffic passes through the coordinator before being processed by other
modules. In the downstream flow, the coordinator intercepts IP datagrams and decides on the sequence
of modules that these datagrams should pass through, as well as the parameters of these modules. The
sequence of modules for each IP flow is chosen on the basis of specific fields in IP datagrams’ headers,
identifying the “class” to which the datagrams belong. In the upstream flow, the WAL coordinator accepts
WAL frames (encapsulated IP datagrams) and passes them through the sequence of modules associated
with the class in the reverse order. Information about the modules’ sequence as well as the required
module parameters is contained in the WAL header (described later in this section). To determine the
optimum module parameters, the WAL coordinator monitors the channel conditions through continuous
measurements. The WAL configuration parameters can be set up remotely via Simple Network Manage-
ment Protocol (SNMP) in the local “wireless” management information base (MIB).

The WAL coordinator maps the Internet DiffServ QoS classes onto WAL classes in order to provide
flow isolation and fairness guarantees through traffic shaping and scheduling. The module performing
flow regulation and scheduling is referred to as the QoS module. A packet scheduler is the core of the
QoS module; it allows wireless resource sharing among traffic classes, according to their association. It
is divided into two levels. The first level of the scheduler is implemented in both the AP and the MN
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and consists of a class-based queuing mechanism preceded by a traffic shaper for each traffic class. The
second-level or main-level, scheduler is implemented in only the AP and is responsible for allocating the
wireless network (or MAC level) bandwidth to each MN. The objective of the main scheduler is twofold:

+ Throughput maximization, by taking into account the channel state for each MN and reducing
the bandwidth allocated to it when the channel condition degrades.

+ Fairness in bandwidth allocation, which requires an estimate of the effective gross throughput
of each MN under the wireless link environment, and adjustment of the bandwidth offered to any
nonconforming MN, in order to provide short- and long-term fairness.

The main scheduler has also to consider the state of the wireless link to every MN in order to avoid
increased bit-error ratio, which reduces throughput and QoS. If a backlogged association, which should
be serviced at time f, perceives a bad condition, the main scheduler will stop the service to this association
and thus increase the lag of this association. This represents the amount of service that this association
has lost, which must be made up at a future time. The scheduler then selects a packet for transmission
among those backlogged association queues that currently enjoy a good wireless channel and increases
the lead of the selected association. This reflects the number of the services that must be relinquished by
that association at some time in the future.

Modules X/Y/Z comprise a pool of modules, aiming to improve performance in several ways. This
pool includes error-control modules such as FEC, a Snoop module for TCP performance improvement,
the Header Compression module, an ARQ module, and a fragmentation module that reduces packet-
loss probability. Other modules may be included in later versions of the WAL to further improve the
overall performance.

Finally, in order to interface with a number of wireless drivers of various platforms, a wireless tech-
nology—specific Logical Link Control Translator (LLCT) module for each different platform has been
introduced. The main functions of this module are (1) to manage the connection status with the wireless
driver, (2) to ensure the stream conversions toward the wireless driver, (3) to perform channel measure-
ments via the driver, and (4) to control MN registration and termination processes.

2.3.3 The IP2W Interface

The IP-to-Wireless Interface (IP2W), defined in the European project BRAIN, is another proposal for a
PEP whose goal is to provide a way for the IP layer to interface with a number of WLAN technologies.
Motivation for the interface stems from the characteristics of wireless links, which pose special require-
ments on the interworking between the network layer and the wireless link layer. IP2W defines interfaces
for controlling specific link layer features and identifies a set of functions and requirements, as well as a
set of recommendations on how to design wireless link layers in a way that facilitates IP mobility, IP
QoS, and efficient transmission of IP traffic in general.”

The interface is separated into a Data Interface and a Control Interface (i.e., a separation between the
control plane and the user plane is identified), as shown in Figure 2.4. Each interface offers access to a
set of functionality on the link layer. Several distinct functions have been identified under the interfaces,
represented by the small ovals. The ovals surrounded by broken lines represent optional functions, which
may or may not be supported by the wireless link. If supported, however, the requirements and recom-
mendations given in the IP2W specification should be applied. The functional blocks below the IP2W
Control Interface indicate functions that can be configured and controlled through the interface. These
include Configuration Management , an interface for querying the capabilities of the link layer; Address
Management ; Quality-of-Service (QoS) Control ; Handover Control ;Idle Mode Support ;and Security Man-
agement . The last of these refers to controlling link-layer encryption and security facilities, which is still
an open issue at the moment. The Data Interface consists of Error Control , mechanisms used to detect
and correct errors on the link layer. BufferManagement refers to how buffers are managed on the link
layer with regard to congestion, flow control, and other issues. QoS Support schedules packets to radio-
link channels. Segmentation and Reassembly refer to supporting links, which do not support minimum
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FIGURE 2.4 The IP2W interface.

MDPU-sized packets. Header Compression can optionally be performed on the link layer, and Multicast
Support refers to supporting native multicast transmission.

The IP2W interface aims to be generic enough to be applicable to different wireless link layer tech-
nologies, yet detailed enough to preclude the need at upper layers to utilize any functionality or infor-
mation that is specific to a particular wireless technology. This flexibility is achieved by dividing the [P2W
functional blocks into specific capabilities, some of which are considered optional. An IP2W-compliant
link layer advertises the capabilities it supports through a configuration function, allowing the higher layers
to adjust to the characteristics and capabilities of the link layer. Finally, it is worth noting that IP2W is always
coupled with an implementation of a “convergence layer” for a specific link layer technology.

2.3.4 RSVP over WLANSs

As part of a possibly broad IP network, WLANs have to incorporate QoS frameworks that have been
introduced for fixed IP networks. This should be done regardless of the specific techniques used for
ensuring the anticipated QoS level. To treat the problem of QoS in IP networks in general, the IETF has
introduced two main frameworks, namely the Integrated Services (IntServ)® and the Differentiated
Services (DiffServ).” DiffServ classifies and possibly conditions the traffic in order to ensure similar
behavior throughout the network. It performs well in core networks because of its scalability in supporting
large numbers of flows. IntServ, on the other hand, is targeted mainly at the access systems and provides
ameans to request and obtain end-to-end QoS per flow. Designated exclusively for access systems, WLANSs
have to incorporate IntServ to be compatible with the QoS schemes followed in fixed-access systems.

The RSVP™ is considered the major signaling protocol for the IntServ framework, and it aims to
establish virtual circuits that provide per-flow QoS in an IP network. More specifically, it defines a
communication session as a data flow with a particular destination and transport-layer protocol, identified
by the triplet (destination address, transport-layer protocol type, destination port number). Its operation
applies only to packets of a particular session, and therefore every RSVP message must include details
of the session to which it applies. In the rest of this chapter, the term “flow” stands for “RSVP session.”
The two most important messages of the RSVP protocol are the PATH and the RESV messages. The
PATH message is initiated by the sender and travels toward the receiver to provide characteristics of the
anticipated traffic, as well as measurements for the end-to-end path properties. The RESV message is
initiated by the receiver upon receiving the PATH message and carries reservation requests to the routers
along the communication path between the receiver and the sender. After the path establishment, PATH
and RESV messages should be issued periodically to maintain the so-called soft states that describe the
reservations along the path.

In contrast to the stable links used in fixed networks, bandwidth of wireless links is subject to variations,
resulting in low performance of static resource reservation-based schemes such as RSVP. For example, if
available resources are reduced after admission control, the network may not be able to meet commitments
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for flows that have been successfully admitted. To address this problem, RSVP extensions and modifica-
tions have been proposed in the literature, and one of the most promising ones is the so-called dynamic
RSVP (dRSVP);!! dRSVP modifies the existing RSVP standard in order to request ranges of QoS instead
of specific values. The network guarantees that the provided QoS will be within the agreed range but
will not always have the maximum value. In case the channel quality falls to a level that not even the
lowest values can be guaranteed for the admitted flows, the network has to reject one or more of them
to maintain QoS to the rest. In both cases of RSVP and dRSVP over wireless, a flow rejection algorithm
is necessary to handle unpredictable degradations of the link quality.
The main extensions/modifications of dRSVP, compared with the standard RSVP, are listed here:

1.

An additional flow specification object (FLOWSPEC) in RESV messages and an additional traffic
specification object (SENDER TSPEC) in PATH messages have been introduced to describe ranges
of traffic flows.

A measurement specification object (MSPEC) has been added in the RESV messages, used to allow
nodes to learn about downstream resource bottlenecks.

. A measurement specification object (SENDER MSPEC) has been introduced in the PATH mes-

sages, used to allow nodes to learn about upstream resource bottlenecks.

An admission-control process has been added, able to handle ranges of required bandwidth.

A bandwidth-allocation algorithm has been introduced that divides up available bandwidth among
admitted flows, taking into account the desired range for each flow as well as any upstream or
downstream bottlenecks.

Finally, a flow-rejection algorithm has been added for determining the flows that have to be rejected
when the available bandwidth is insufficient to fulfill all requirements.

Flow rejection can be performed through standard RSVP signaling (RESV Tear, PATH Tear messages).
A simple algorithm that rejects flows randomly until the total requested minimum bandwidth is reduced
below the available capacity can lead to low efficiency, in terms of flow-dropping probability and band-
width utilization, as it might tear down the following:

1.

More flows than necessary (this can happen when a large number of flows with low-bandwidth
requirements is randomly selected for rejection, instead of a smaller number of high-bandwidth flows)

. High-priority flows (if the algorithm does not differentiate the flows, based on their importance,

it can reject high-priority instead of low-priority flows)
Flows that utilize a large portion of the available bandwidth (this could lead to low-bandwidth
utilization)

Accordingly, a more efficient algorithm is needed that will avoid these situations. Three of the main
criteria that could be considered by this algorithm are as follows:

1.

Reject the lower priority flows first. To achieve this, a classification scheme is needed. In its
simplest form, this scheme can use the transport-layer protocol type (included in every session
identification triple) to classify flows. For example, UDP flows can be considered high priority
because they usually carry real-time data, whereas TCP flows can be considered low priority.
Alternatively, an extra specification parameter can be introduced in every PATH and RESV mes-
sage, referred to as CLASS SPEC, containing the flow priority. Considering M priority classes,
CLASS SPEC can take values in the range [1,...M]. This parameter could be set by the sender
when a communication session is initiated.

. Minimize the number of rejected flows. If there are more than one set of flows that can be rejected,

then the set with the fewer members (i.e., flows) should be selected for rejection. This criterion
prevents rejection of a large number of low-bandwidth flows.

. Prevent underutilization. This could happen if the algorithm chose to reject one or more flows

with large bandwidth requirements, leading to a total minimum required bandwidth that is much
lower than the available bandwidth. Accordingly, the algorithm should reject a set of flows that
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FIGURE 2.5 Dropping probability versus mean interarrival time.

leave a total minimum required bandwidth lower but as close to the available bandwidth as
possible.

It is clear that these three criteria could conflict with one another. For example, there could be a case
where the smaller set of flows that could be rejected belongs to a high-priority class or results in poor
utilization of the available bandwidth. For this reason, possible solutions should consider some sort of
ordering of the criteria.

A possible algorithm for flow rejection based on the above criteria could work as follows.!? The
algorithm takes effect when the available bandwidth of the wireless link falls below the total required
bandwidth of all flows. Assuming an ascending list of flows {f,f;,,*~ f;,} in each priority class C,,
according to their bandwidth requirements, the algorithm starts with the first flow fi, of the lowest
priority list C, and checks if, by rejecting it, the total required bandwidth falls below the available. It
continues traversing the list until either:

(i) Such a flow is found.
(ii) The end of the list is reached.

In the first case (i), it rejects the flow and stops because the total required bandwidth is below the
available. In the other case (ii), it rejects the last flow of the list flm1 (the one with the maximum
bandwidth reservations in the list) and starts over from the beginning of the list. If all the flows in the
list are rejected (i.e., all the flows of the particular priority class), it continues with the flows of the next
higher-priority class C, , and so on, until the total required bandwidth falls below the available, or until
all flows have been rejected. At the end, the difference between the total minimum requested bandwidth
of the remaining flows and the available bandwidth is proportionally shared among flows, as long as
none of the flows gets more than the maximum bandwidth requested. The same flow-rejection algorithm
can also be used in the case of standard RSVP over wireless by simply assuming that the range of
bandwidth requirements degenerates to a single value (i.e., the minimum and maximum requested
bandwidth have the same value).

Performance evaluation results have shown that the total flow-dropping probability can be reduced
up to 50% with the use of the algorithm, whereas the improvement for high-priority flows can be even
more impressive.!? For example, Figure 2.5 presents the simulation results for a channel with a capacity
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of 60 and 40 and a mean dwell time of 8 and 1 in the good and bad state, respectively. The model
considers flows belonging to three different priority classes, C1 = Low, C2 = Medium, and C3 = High,
although the algorithm can work with any number. A range of comparatively large mean interarrival
times resulted in a relatively small number of active flows at any instance of time. The mean flow duration
was equal to 4 for all flows, whereas six experiments were performed with different interarrival times per
class in the range [0.25, 0.75]. The algorithm described earlier was compared against an algorithm that
randomly discards a number of flows to reduce the total bandwidth requirements below the offered limit.
As you can see, the attained overall dropping probability is much lower in all experiments, whereas for high-
priority classes C2 and C3 the performance is significantly improved. The increased dropping probability for
Cl1 is considered acceptable because this is the low-priority class, including mostly best-effort flows.

2.3.5 802.11e

In 802.11, none of the two standard transmission modes (DCF and PCF) can provide strict QoS."* In
DCE all the MNs in one BSS and all the flows in each MN compete for the resources and channel with
the same priorities. There is no differentiation mechanism to guarantee bandwidth, packet delay, and
delay jitter for high-priority MNs or multimedia flows. Throughput degradation and high delay are also
caused by the increasing time used for channel-access contention. PCFE, on the other hand, experiences
three main problems that lead to poor QoS performance. The first problem involves the complex
centralized polling scheme, which deteriorates performance in heavy-traffic load conditions, as MNs are
polled sequentially without any knowledge of their current transmission requirements. The second
problem is a result of incompatible cooperation between Contention Period (CP) and Contention Free
Period (CFP) modes, which lead to unpredictable beacon delays. At Target Beacon Transition Time
(TBTT), the Point Coordinator (PC) schedules the beacon as the next frame to be transmitted, but the
beacon can be transmitted only when the medium has been found idle for greater than a predefined
interval, referred to as the PCF Interframe Space (PIES) interval. Depending on whether the wireless
medium is idle or busy around the TBTT, the beacon frame may be delayed significantly. This may
severely reduce the QoS performance by introducing unpredictable time delays in each CFP. Finally, the
third problem is that the transmission time of the polled MNs is unknown. A MN that has been polled
by the PC is allowed to send a MAC Service Data Unit (MSDU) that may be fragmented into a different
number of smaller fragments. Furthermore, various modulation and coding schemes are specified in
802.11a, so the transmission time of the MSDU can change and is not under the control of the PC. This
prevents the PC from providing QoS guarantees to other MNs that are polled during the remaining CFP.

To address these problems, and to enhance the operation of 802.11 to handle QoS-demanding appli-
cations, the IEEE established the task group 802.11e in September 1999. This group’s goal is to enhance
the ability of all the physical layers of 802.11 (802.11b, 802.11a, 802.11g) to deliver time-critical multi-
media data, together with traditional data packets. The 802.11e standard defines two additional trans-
mission modes: the Enhanced Distributed Coordination Function (EDCF) and the Hybrid Coordination
Function (HCF), which we briefly describe below. The centralized controller, usually implemented within
the AP, required to coordinate transmission is referred to as the Hybrid Coordinator (HC). An MN that
supports these transmission modes is referred to as QSTA (QoS Station) in 802.11e, whereas a BSS that
supports the new priority schemes of the 802.11e is referred to as QoS supporting BSS (QBSS). A
superframe is composed of a CFP and a CP, controlled by the HC. The EDCF is used in the CP mode
only, whereas the HCF is used in both modes. One crucial feature of 802.11e MAC is the Transmission
Opportunity (TXOP). A TXOP is defined as an interval of time when an MN has the right to initiate
transmissions, defined by a starting time and a maximum duration. TXOPs are allocated via contention
during EDCF (EDCF-TXOP) or granted through HCF (polled-TXOP). The duration of an EDCF-TXOP
is limited by a QBSS-wide TXOP limit distributed in beacon frames, whereas the duration of a polled
TXOP is specified by the duration field inside the poll frame.

The QoS support is realized in EDCF through the introduction of up to eight Traffic Categories (TCs)
per MN (see Figure 2.6). In the CP, each TC within the MNs independently starts a backoff after detecting
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the channel being idle for an Arbitration Interframe Space (AIFS); the AIFS of each TC is at least equal
to the DCF Interframe Space (DIFS) and can be defined individually for each TC. DIFS is the time
interval that the medium has to stay idle before MNs operating in DCF can have direct access to it.
Higher-priority TCs usually have shorter AIFS because this allows them to start the backoff earlier than
others. After waiting for AIFS, each backoff sets a counter to a random number drawn from the range
of its contention window (CW) (I, CW + 1). The minimum size (CWmin[TC] ) of the first CW is another
parameter dependent on the TC. Priority over legacy MNs can provided by setting CWmin[TC] < 15 (in
case of 802.11a PHY) and AIFS = DIFS. As in legacy DCFE, when the medium is determined to be busy
before the counter reaches 0, the backoff has to wait for the medium to become idle for again before
continuing to count down the counter. EDCF uses the contention window to change the priority of each
TC. Assigning a large contention window to a high-priority class provides this class with a greater
probability of successful transmission (i.e., getting a TXOP); see Figure 2.7.14

A big difference from the legacy DCF is that when the medium is determined to have been idle for
the AIFS period, the backoff counter is reduced by 1 beginning with the last slot interval of the AIFS
period. Note that with the legacy DCEF, the backoff counter is reduced by 1 beginning with the first slot
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interval after the DIFS period. After a collision, a new CW is calculated with the help of the persistence
factor PF[TC], and another uniformly distributed backoff counter from this new and enlarged CW is
drawn to reduce the probability of a new collision. Whereas in legacy 802.11 CW is always doubled after
any unsuccessful transmission (equivalent to PF = 2), 802.11e uses the PF to increase the CW different
for each TC:

newCW [TC] >= ((oldCWI[TC] + 1) * PF) — 1

The CW never exceeds the parameter CWmax[TC] , which is the maximum possible value for CW.
“Virtual” collisions that occur when the counters of two or more TCs of the same MN reach 0 at the
same time are solved internally by the MN, which allows the highest TC to transmit. After obtaining the
channel, an MN is allowed to transmit as many packets as it wishes, provided that the total access time
does not exceed a maximum value. It can also transmit packets from TCs other than the one that obtained
the channel.

The HCF extends the EDCF by providing the HC with the power to allocate TXOPs to MNs during
both the CP and the CFEP of a superframe. During the CP, a special CF-Poll frame can be sent by the
HC after a PIFS idle period without any backoff. With this frame the HC can explicitly allocate a TXOP
to a specific MN for a set duration of time. The PIFS is shorter than any AIFS and DIFS in order to give
priority to the HC rather than the competing MNs. During the CFP, the starting time and maximum
duration of each TXOP is specified by the HC, again using the QoS CF-Poll frames. MNs will not attempt
to get medium access on their own during the CFP, so only the HC can grant TXOPs by sending QoS
CF-Poll frames. The CFP ends after the time announced in the beacon frame or by a CF-End frame from
the HC (see Figure 2.8).

Additionally, extra schemes are included in 802.11e specification aimed at further improving efficiency
of the MAC protocol. For instance, the optional block acknowledgments allow a backoff entity to deliver
a number of MSDUs consecutively during one TXOP and transmitted without individual ACK frames.
The MPDUs that are transmitted during the TXOP are referred to as a block of MPDUs. At the end of
the block, or in a later TXOP, all MPDUs are acknowledged by a bit pattern transmitted in the block
acknowledgment frame, thus reducing the overhead of control-exchange sequences to a minimum of
one acknowledgment frame per number of MPDUs delivered in a block. Moreover, any backoff entity
can directly communicate with any other backoff entity in a QBSS without communicating via the AP.
In the legacy 802.11 protocol, within an infrastructure-based BSS all data frames are sent and received
through the AP. This, however, consumes at least twice the channel capacity compared with direct
communication. Only in an independent BSS (IBSS) is station-to-station communication in the legacy
protocol, due to the absence of the AP. On the other hand, direct communication is allowed in an 802.11e
QBSS even if an AP is present and is referred to as Direct Link (DiL) . The setup of the communication
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is performed through a special-purpose protocol referred to as the Direct Link Protocol (DLP) . Direct
communications are especially important for in-house applications, which are expected to be extremely
important in the near future.

It is clear that the HCF provides the HC with much more control of the medium than the EDCE. This
explains why this transmission mode is considered efficient for IP IntServ with strict delay and bandwidth
requirements. The HC can allocate TXOPs to the respective Traffic Categories (TCs) in a way that fulfills
these requirements. An important component of the HC toward this direction is the traffic scheduler,
an entity that implements the algorithm that decides how TXOPs will be given. Although the standard
does not describe a specific TS, manufacturers should carefully design and implement such an entity in
their products because its operation can significantly influence the overall protocol performance. To
provide the TS with real-time information about the TC’s requirements, the HCF includes the Control
Contention (CC). The CC, which was included in draft 2.0 of 802.11e, is a way for the HC to learn which
MN needs to be polled, at which time, and for which duration. The CC mechanism allows MNs to
request the allocation of polled TXOPs by sending a Reservation Request (RR) frame, without contending
with other EDCF or DCEF traffic. The Controlled Contention Interval (CCI) is started when the HC sends
a specific control frame. This frame forces legacy MNs to silence and defines a number of controlled
contention opportunities (CCODP, i.e., short intervals separated by Short Interframe Space [SIFS] inter-
vals) and a filtering mask containing the TCs for which RRs may be placed. Each MN with queued traffic
for a TC matching the filtering mask chooses one CCOP interval and transmits a RR frame containing
its requested TC and TXOP duration or the queue size of the requested TC. For fast collision resolution,
the HC acknowledges the RR frame by generating a control frame with a feedback field so that the
requesting MNs can detect collisions during the CCL

2.4 Micromobility in WLANSs

Designed for fixed networks, the IP does not support mobility. End nodes are characterized by static IP
addresses, used for packet routing throughout the network. Accordingly, when a node changes its point
of attachment, the two straightforward solutions are to either obtain a new IP address or keep the same
address and inform the routers throughout the network of its new position. Unfortunately, neither of
these solutions is feasible. The former requires updating all entries containing the old IP address, starting
with the domain name servers that keep the mappings between IP names and IP addresses. Because many
corresponding nodes might store the IP address of an MN, this solution cannot work for all cases. The
latter solution implies a huge amount of signaling and long delays for updating the routing tables of
probably a large number of routers. Additionally, extra entries have to be added to the routing tables for
moving nodes, resulting in large storage requirements and long packet processing delays. Accordingly,
more sophisticated solutions have to be implemented in order to support IP mobility.

The large number of proposed solutions for IP mobility support are divided into two main categories,
based on the range of mobility they provide. Macromobility solutions can support movement in large
areas, where users have to connect to another access network. Although useful for roaming purposes,
these solutions cannot provide seamless handover; they experience large connection reestablishment
delays. The main representative of this category is Mobile IP,'* which is considered the de facto standard
and is included in the next version of IP (IPv6). Mobile IP is optimized for macro-level mobility and
relatively slow-moving hosts because it requires that after each migration a location update message be
sent to a possibly distant home agent, potentially increasing handoff latency and load on the network.
Micromobility solutions, on the other hand, can cover mobility in only small areas, where a mobile host
moves inside the same access network, but they provide fast connection reestablishment suitable for
seamless handover. It is clear today that only one solution is incapable of covering all mobility scenarios
and that a combination of macro- and micromobility techniques is necessary. Here, we focus exclusively
on micromobility proposals, which provide for mobility inside a WLAN. We present three main repre-
sentatives of this category: the Cellular IP, HAWAII, and the Hierarchical Mobile IP. For more details,
see Chapter 5, as well as the respective references.
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2.4.1 Cellular IP

According to Cellular IP (which is discussed in more detail in Section 5.3.2), none of the nodes in the
access network knows the exact location of a mobile host. Packets are routed to the mobile host on a
hop-by-hop basis, where each intermediate node needs to know only on which of its outgoing ports it
should forward packets.!® To minimize control messaging, regular data packets transmitted by mobile
hosts on the uplink direction are used to establish host-location information. The path taken by these
packets is cached in the intermediate nodes to locate the mobile node’s current position. To route
downlink packets addressed to a mobile host, the path used by recent uplink packets transmitted by the
mobile host is reversed. When the mobile host has no data to transmit, it periodically sends a route
update packet to the gateway to maintain its downlink routing state.

Following the principle of passive connectivity, idle mobile hosts allow their respective soft-state
routing cache mappings to time out. These hosts transmit paging-update packets at regular intervals
defined by a paging-update time. The paging-update packet is an empty IP packet addressed to the
gateway and is distinguished from a route-update packet by its IP type parameter. Paging-update packets
are sent to the base station that offers the best signal quality. Similar to data- and route-update packets,
paging-update packets are routed on a hop-by-hop basis to the gateway. Intermediate nodes may option-
ally maintain paging caches that have the same format and operation as a routing cache except for two
differences. First, paging-cache mappings have a longer timeout period called paging timeout . Second,
paging-cache mappings are updated by any packet sent by mobile hosts, including paging-update packets.
Paging cache is used to avoid broadcast search procedures found in cellular systems. Intermediate nodes
that have paging cache will forward the paging packet only if the destination has a valid paging-cache
mapping and only to the mapped interface(s). Without any paging cache, the first packet addressed to
an idle mobile host is broadcast in the access network. Although the packet does not experience extra
delay, it does, however, load the access network. Using paging caches, the network operator can restrict
the paging load in exchange for memory and processing cost.!”

2.4.2 HAWAII

HAWAII (Handoff-Aware Wireless Access Internet Infrastructure) segregates the network into a hierarchy
of domains, loosely modeled on the autonomous system hierarchy used in the Internet.!® The gateway
into each domain is called the domain root router . Each host is assumed to have an IP address and a home
domain. While moving in its home domain, the mobile host retains its IP address. Packets destined to
the mobile host reach the domain root router based on the subnet address of the domain and are then
forwarded over special dynamically established paths to the mobile host. When the mobile host moves
into a foreign domain, we revert to traditional Mobile IP mechanisms. If the foreign domain is also based
on HAWAII, then the mobile host is assigned a co-located care-of address from its foreign domain.
Packets are tunneled by the home agent to the care-of address, according to Mobile IP. When moving
within the foreign domain, the mobile host retains its care-of address unchanged, and connectivity is
maintained using dynamically established paths. The protocol contains three types of messages for path
setup: power-up, update, and refresh.

A mobile host that first powers up and attaches to a domain sends a path setup power-up message . This
has the effect of establishing host-specific routes for that mobile host in the domain root router and any
intermediate routers on the path toward the mobile host. Thus, the connectivity from that domain root
router to the mobile hosts connected through it forms a virtual tree overlay. Note that other routers in
the domain have no specific knowledge of this mobile host’s IP address. While the mobile host moves
within a domain, maintaining end-to-end connectivity to the mobile host requires special techniques for
managing user mobility. HAWAII uses path setup update messages to establish and update host-based
routing entries for the mobile hosts in selective routers in the domain so that packets arriving at the
domain root router can reach the mobile host with limited disruption. The choice of when, how, and
which routers are updated constitutes a particular path setup scheme. The HAWAII path state maintained
in the routers is characterized as “soft state.” This increases the robustness of the protocol to router and
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link failures. The mobile host infrequently sends periodic path refresh messages to the base station to
which it is attached to maintain the host-based entries, failing which they will be removed by the base
station. The base station and the intermediate routers, in turn, sends periodic aggregate hop-by-hop refresh
messages to the domain root router. Path setup messages are sent to only selected routers in the domain,
resulting in very little overhead associated with maintaining soft state.

A more detailed discussion of HAWAII is included in Section 5.3.3.

2.4.3 Hierarchical Mobile IP (HMIP)

HMIPY is an extension of the traditional Mobile IP protocol used to cover micromobility scenarios. It
introduces a new function, the Mobility Anchor Point (MAP), and minor extensions to the mobile-node
operation. The correspondent node and home agent operation are not affected. A MAP is a router located
in a network visited by the mobile host, and it is used as a local home agent. Just like Mobile IP, HMIP
is independent of the underlying access technology, allowing mobility within or among different types
of access networks.

Let us take a brief look at the operation of the protocol. A mobile host entering a foreign network will
receive router advertisements containing information on one or more local MAPs. The mobile host can
bind its current location with a temporary address on the foreign subnet. Acting as a local home agent,
the MAP will receive all packets on behalf of the mobile node it is serving and will encapsulate and
forward them directly to the mobile node’s current address. If the mobile node changes its current address
within the foreign network, it needs to register the new address only with the MAP. Hence, only the
regional address needs to be registered with correspondent nodes and the home agent, which does not
have to change as long as the MN moves within the same network. This makes the mobile node’s mobility
transparent to the correspondent nodes it is communicating with and to its home network. An HMIP-
aware mobile host with an implementation of Mobile IP should choose to use the MAP when discovering
such capability in a visited network. However, in some cases the mobile node may prefer to simply use
the standard Mobile IP implementation. For instance, the mobile host may be located in a visited network
within its home site. In this case, the home agent is located near the visited network and could be used
instead of a MAP. In this scenario, the mobile host would have to update the home agent whenever it moves.

For a comprehensive discussion on hierarchical Mobile IPv6, see Section 5.3.5.

2.5 QoS during Handovers in WLANSs

To improve the QoS provided during handovers, the techniques we just described should be combined
with IP QoS mechanisms such as RSVP. When an MN changes location (e.g., in handover), first it has
to be reauthenticated in the new AP, then it must reestablish reservations with all its Corresponding
Nodes (CNs) along the new paths. If RSVP is used, path reestablishment has to be performed end to
end, resulting in considerable delays depending on the distance between peers. To facilitate fast handovers,
the IEEE 802.11f task group is currently standardizing the InterAccess Point Protocol (IAPP) in order to
provide the necessary capabilities for transferring context from one AP to another,’ which can be used
both for reauthentication and for path reestablishment. Especially for reservations reestablishment, a
number of RSVP extensions have been proposed in the literature. In this section, we elaborate on both
RSVP extensions for mobility and the use of the IAPP for faster handovers.

2.5.1 RSVP Extensions for Mobility

Designed for fixed networks, RSVP assumes fixed endpoints, and for that reason its performance is
problematic in mobile networks. When an active MN changes its point of attachment with the network
(e.g., in handover), it has to reestablish reservations with all its CNs along the new paths. For an outgoing
flow, the MN must issue a PATH message immediately after the routing change and wait for the corre-
sponding RESV message before starting data transmission through the new attachment point. Depending
on the hops between the sender and the receiver, this approach can cause considerable delays and thus
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result in temporary service disruption. The effects of handover are even more annoying in an incoming
flow because the MN has no power for invoking immediately the path-reestablishment procedure. Instead,
it has to wait for a new PATH message, issued by the sender, before responding with a RESV message in
order to complete the path reestablishment. Simply decreasing the period of the soft-state timers is not
an efficient solution, because this strategy could increase signaling overhead significantly.

A number of proposals can be found in the literature, extending RSVP for either inter-subnet or intra-
subnet scenarios. For intra-subnet scenarios, proposals that combine RSVP with micromobility solutions,
such as Cellular IP, can reduce the effects of handover on RSVP because only the last part of the virtual
circuit has to be reestablished. For inter-subnet scenarios, the existing proposals include advance reser-
vations, multicasting, and RSVP tunneling, among others. At this point, we will focus in intra-subnet
solutions, which can better fit in WLANS.

Talukdar et al.?! proposed Mobile RSVP (MRSVP), an extension of RSVP that allows the MN to
preestablish paths to all the neighboring cells. All reservations to these cells are referred to as passive
reservations, in contrast to the active reservations in the cell that the MN actually is. When the MN moves
from an old cell to a new one, the reservations in the new cell become active, whereas the reservations
in the old cell change to passive. Although this proposal reduces the handover delays for path reestab-
lishment, it requires RSVP to be enhanced to support a possibly large number of passive reservations,
and each AP has to maintain much state information regarding active and passive reservations. Addi-
tionally, new real-time flows have to wait for all the necessary (passive and active) reservations before
starting transmission, resulting in a possibly high blocking rate. Tseng et al.?2 proposed the Hierarchical
MRSVP (HMRSVP) in an attempt to reduce the number of required passive reservations. According to
HMRSVP, passive reservations are performed only when an MN is moving in the overlapping area of
two or more cells.

According to Kuo and Ko, RSVP is extended with two additional processes — a resource clear and
a resource re-reservation — in order not to release and reallocate reservations in the common routers
of the old and the new path. This solution performs well in reducing the path reestablishment time but
modifies the RSVP protocol significantly.

Chen and Huang? proposed an RSVP extension based on IP multicast to support MNs. RSVP messages
and actual IP datagrams are delivered to an MN using IP multicast routing. The multicast tree, rooted
at each MN, is modified dynamically every time an MN roams to a neighboring cell. Hence, the mobility
of an MN is modeled as a transition in multicast group membership. In this way, when the MN moves
to a neighboring cell that is covered by the multicast tree, the flow of data packets can be delivered to it
immediately. This method minimizes service disruption by rerouting the data path during handovers,
but it introduces extra overhead for the dynamic multicast tree management and requires multiple
reservations in every multicast tree.

All these approaches, while attempting to improve the performance of RSVP in mobile networks,
either result in low resource utilization (due to advance reservations) or require considerable modifica-
tions of protocols and network components operation. In micromobility environments, only a small part
of the path is altered, whereas the remaining circuit can be reused. Accordingly, a scheme for partial-path
reestablishment can be considered that handles discovery and setup of the new part between the crossover
router and the MN. The number of hops required to set up the partial path during a handover depends
on the position of the crossover router. Such a scheme can reduce resource reservation delays and provide
better performance for real-time services, all without affecting the operation of RSVP in any significant way.

Paskalis et al.>* have recently proposed a scheme that reduces the delay in data-path reestablishment
without reserving extra resources, and it requires modifications only in the crossover router between the
old and the new path. According to this scheme, an MN may acquire different “local” care-of addresses
while moving inside an access network but is always reachable by a “global” care-of address through
tunneling, address translation, host routing, or any other routing variety, as suggested in various hier-
archical mobility management schemes. The crossover router, referred to as RSVP Mobility Proxy ,handles
resource reservations in the last part of the path and performs appropriate mappings of the global care-
of address to the appropriate local care-of address.
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A similar approach for partial-path reestablishment has also been proposed by Moon and Aghvami.?
According to this scheme, if an MN is a sender, it sends an RSVP PATH message after the route update has
completed. When the RSVP daemon on the crossover router (which is determined by the route update
message) receives an RSVP PATH message after a mobility event, it immediately sends an RSVP RESV message
to the MN without delivering it to the original receiver. If an MN is a receiver, the RSVP daemon on the
crossover router can trigger an RSVP PATH message immediately after detecting any changes to the stored
PATH state or receiving a notification from the underlying routing daemon. This PATH message can be
generated based on the PATH state stored for the flow during previous RSVP message exchanges.

2.5.2 The InterAccess Point Protocol (IAPP)

The need for a standard way of communication between 802.11 APs through the Distribution System
(DS) was a consequence of the fact that the 802.11 standard specifies only the PHY and MAC layers of
a WLAN system. Although this arrangement provides the required flexibility in designing such systems,
it results in implementation-specific solutions, which means APs of a specific vendor are required and
devices of different vendors are unlikely to interoperate. As 802.11 systems have grown in popularity,
this limitation has become an impediment to WLAN market growth. At the same time, it has become
clear that a small number of DS environments comprise the bulk of the commercial and private WLAN
system installations.

The TAPP is a recommended practice that describes a Service Access Point (SAP), service primitives,
a set of functions, and a protocol that will allow conformant APs to interoperate on a common DS, using
the UDP over IP (UDP/IP) protocol to carry IAPP packets between APs, as well as describing the use of
the Remote Authentication Dial-In User Service (RADIUS) protocol, so that APs may obtain information
about one another. The devices in a network that might use the IAPP are 802.11 APs. Other devices in
a network that are affected by the operation of the IAPP are Layer 2 networking devices, such as bridges
and switches. The two most significant messages of the IAPP are the MOVE_notify, issued by the new
AP to inform the old AP that the MN has moved to its area, and the MOVE_response, issued by the old
AP and containing the context block. To find the IP address of the old AP, the new AP contacts the
RADIUS server, using the BSS Identifier (BSSID) of the old AP carried in the reassociate message from
the MN. If communication between APs needs to be encrypted, security blocks are exchanged before
actual communication. The basic IAPP operation is illustrated in Figure 2.9. Although initially intended
to contain authentication information (to allow the new AP to accept the MN without reauthentication),
the context block has a flexible structure, able to support any information exchange.

More specifically, the IAPP supports two protocol sequences, one for association and the other for
reassociation of a MN. Upon receiving an association sequence, the AP should send an IAPP ADD-notify
packet and a Layer 2 Update Frame. The IAPP ADD-notify packet is an IP packet with a destination-IP-
address of the IAPP IP multicast address and the source IP and MAC address of the AP. The message
body contains the MAC address of the MN and the sequence number from the association request sent
by the MN. On receiving this message, an AP should check its association table and remove any stale
association with the MN if it exists and is determined to be older than the association indicated by the
ADD-notify packet. The Layer 2 Update Frame carries the source MAC address of the associating MN
and is used by the receiving APs and other Layer 2 devices to update their learning tables in order to
forward data for the MN through the correct AP.

On receiving a standard 802.11 reassociate request from an MN, the new AP should start IAPP signaling
with the old AP in order to receive context information. To learn the IP address of the old AP, the new
AP uses the Old-BSSID contained in the reassociate request message and contacts a RADIUS server
containing the mappings between BSSIDs and IP addresses for all APs in a DS. After obtaining the IP
address of the old AP, the new AP issues an IAPP MOVE-notify packet over TCP/IP directly to the old
AP. TCP is preferred over UDP as a result of the need for reliable message transmission. The data field
of the MOVE-notify packet carries the MAC address and sequence number from the STA that has
reassociated with the AP sending the packet. The format of the data field for this packet is as follows:
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FIGURE 2.9 Standard IAPP operation.

Address Sequence Length of
Length Reserved MAC Address Number Context Block Context Block
Octets: 1 1 n = Address Length 2 2 m = Length of Context Block

The Address Length contains an 8-bit integer that indicates the number of octets in the MAC Address.
The Reserved field in the current version should be set with a value of 0. The Reserved field should be ignored
on reception. The MAC Address is the MAC address of the MN that has requested reassociation. The Sequence
Number field contains the integer value of the sequence number of the reassociation request frame received
by the AP from the MN that has requested reassociation. Allowable values for the Sequence Number field
are between 0 and 4095. The Length of Context Block field contains a 16-bit integer that indicates the number
of octets in the Context Block field. Context Block is a variable-length field that contains the context
information being forwarded for the reassociated MN indicated by the MAC Address field. The content of
the Context Block field should not be interpreted by the IAPP. Context Block contains information defined
in other 802.11 standards that needs to be forwarded from one AP to another upon reassociation of an MN.
This field contains a series of information elements. The format of the information element (IE) is as follows:

| Element Identifier | Length | Information |

Octets: 2 2 n = Length
The element identifiers and format of the IE content are defined by the standards that use the IAPP

to transfer context from one AP to another. IEs are defined to have a common general format consisting
of a 2-octet Element ID field, a 2-octet Length field, and a variable-length element-specific Information

© 2004 by CRC PressLLC



field. Each element is assigned a unique Element ID as defined in the standards that use the IAPP to
transfer context between APs. The Length field specifies the number of octets in the Information field.
Users of the IAPP service should ignore information elements whose element identifier they do not
understand, rather than discarding the entire IAPP MOVE-notify packet.

The old AP responds to the MOVE-notify with a MOVE-response message carrying the MAC address
of the reassociated MN and the context information. The format of the data field for this message is
shown here:

Address Sequence Length of
Length Status MAC Address Number Context Block Context Block
Octets: 1 1 n = Address Length 2 2 m = Length of Context Block

The Address Length field contains an 8-bit integer that indicates the number of octets in the MAC
Address field. The Status field is an 8-bit integer that indicates the status resulting from the receipt of
the MOVE-notify packet. The MAC Address field specifies the MAC address of the MN that has reasso-
ciated. The Sequence Number field contains the integer value of the sequence number from the MOVE-
notify packet that caused the generation of this packet. The Length of Context Block field contains a 16-
bit integer that indicates the number of octets in the Context Block field. Context Block is a variable-
length field that contains the context information being forwarded for the reassociated MN indicated by
the MAC Address field.

Although initially intended to contain authentication information to allow the new AP to accept the
MN without reauthentication and thus result in faster handover, the exchanged context block has a
flexible structure able to support any information exchange, as described earlier. In the next section, we
discuss a solution that uses this structure to transfer RSVP information in order to reduce reestablishment
delays during handovers.

2.5.3 TAPP and RSVP

As you saw in the previous section, the Context Block field may include IEs with the required authenti-
cation information, in order to allow the new AP to accept the MN without reauthenticating it and thus
reducing the handover delay. This flexible Context Block structure can also include IEs carrying RSVP
information in order to accelerate the required path reestablishment process through the new AP and
further reduce handover latency, which leads to better QoS. One, for example, is used per active outgoing
or incoming flow and contains the details required for the new AP to create the corresponding PATH or
RESV state, respectively. The aim is to allow the new AP to initiate RSVP messages to the network on
behalf of the MN, before the completion of the reassociation process. The IE should contain the session
identification triplet (destination address, transport-protocol type, destination port) and the traffic
descriptor (SENDER_TEMPLATE and SENDER_TSPEC) objects of the RSVP. Similarly, for an incoming
flow, the IE should contain the session identification, the flow descriptor (FLOWSPEC and
FILTER_SPEC), and the reservation style (STYLE) objects.

More specifically, for an outgoing session, the IE contained in the MOVE-response message should
contain all the information required by the new AP to create a PATH state for that session. This is part
of the information that the new AP would get through the respective PATH message sent by the MN in
the case after reassociation. For this reason, we refer to this IE as the PATH IE. This information is
available in the PATH state of the old AP. In Braden et al.,'° the structure of a PATH message is described
as follows:

<Path Message> ::= <Common Header> [ <INTEGRITY>]
<SESSION> <RSVP_HOP>
<TIME_VALUES>
[ <POLICY_DATA>..]
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[ <sender descriptor>]
<sender descriptor> ::= <SENDER_TEMPLATE> <SENDER_TSPEC>
[ <ADSPEC>]

We provide a justification on which objects should be included in the PATH IE and which should not.

We demonstrate that the IE structure is flexible enough to easily include any number of objects. More
detailed definitions of the objects can be found in Braden et al.!

COMMON HEADER: This object has the same structure in all RSVP messages:

0 1 2 3
o o o o +
| Vers | Flags| Msg Type | RSVP Checksum |
o o o o +
| Send_TTL | (Reserved) | RSVP Length |
o o o o +

The RSVP version is considered known and can be omitted. The flags are not used yet in the current
version. The message type is known from the IE identifier (PATH IE or RESV IE). The RSVP checksum
is used for error control in the wireless medium, and there is no need to transmit it in the fixed
distribution system. The Send_TTL is for identifying intermediate Non_RSVP nodes by comparing
the TTL with which a message is sent to the Time to Live (TTL) with which it is received. Because no
Non_RSVP nodes exist between the MN and the AP, it can be omitted in the PATH IE. Finally, the
information for the RSVP Length field is not needed; it is included in the Length field of the IE.
Consequently, none of the Common Header attributes has to be transmitted in the PATH IE.

INTEGRITY: This object is optional and contains cryptographic data that authenticates the originating
node and verifies the contents of the message. Because the communication of the two APs through
the TAPP is considered secure, especially when security blocks are exchanged (messages 4 and 5
in Figure 2.9), there is no need to include this object in the PATH IE.

SESSION: The SESSION object is required for identifying the session to which the RSVP information
applies. It contains the destination address, the transport-layer protocol identifier, and an optional
destination port.

RSVP_HOP: This object contains the previous hop address — that is, the IP address of the interface
through which the PATH message was most recently sent. For MNs with only one interface in the
wireless medium(which is the usual case in mobile networks), this information can be obtained
by the SENDER_TEMPLATE object described below.

TIME_VALUES: This object specifies the time period used for refreshing the PATH state. For the IAPP-
assisted handover, the new AP can set a maximum time period, within which it should receive
the first PATH message from the MN after reassociation. If no PATH message is received within
this period from the MN, the session is considered finished, and resources can be released.

POLICY_DATA: This object is optional and is used by the policy control in each node to determine
whether a certain flow is permitted. Policy data may include credentials identifying users or user
classes, account numbers, limits, quotas, and so forth, which are simply transferred by RSVP and
delivered to policy control. Assuming a unique policy in the access network in which the MN
moves, its active flows have already been accepted by the system, and therefore no policy control
is required. Consequently, POLICY_DATA does not have to be included in the PATH IE.

SENDER_TEMPLATE: This object identifies the sender by specifying the sender IP address and
optionally the UDP/TCP sender port, while it assumes the protocol identifier specified for the
session in the SESSION object. Therefore, it is clearly needed in the PATH IE.

SENDER_TSPEC: This object contains the traffic parameters for the traffic flow that the corresponding
sender will generate. This information is absolutely necessary for the new AP to create the PATH
state and probably perform admission control.
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ADSPEC: It is an optional object that carries information describing the properties of the data path,
including the availability of specific QoS control services. The MN may construct an initial
ADSPEC object that carries information about the QoS control capabilities and requirements of
the sending application itself. Assuming that the MN never asks for a traffic flow that cannot be
supported by the application, the ADSPEC object can be omitted in the PATH IE.

As in the case of outgoing sessions, the required information that should be contained for an incoming
session in the corresponding IE is part of the information that the new AP would get through the
respective RESV message sent by the MN. Consequently, we refer to this IE as the RESV IE. This
information is available in the RESV state of the old AP. In Grossman et al.?, the structure of a RESV
message is described as follows:

<Resv Message> ::= <Common Header> [ <INTEGRITY>]
<SESSION> <RSVP_HOP>
<TIME_VALUES>
[ <RESV_CONFIRM>] [ <SCOPE>]
[ <POLICY_DATA>..]
<STYLE> <flow descriptor list>
<flow descriptor list> ::= <empty> |
<flow descriptor list> <flow descriptor>

Next we justify which objects should be included in the RESV IE and which should not. Grossman et
al.? provide additional information about the objects. For the objects of the Common Header, INTEG-
RITY, SESSION, RSVP_HOP, TIME_VALUES, and POLICY_DATA, the same justification as in the PATH
case applies as well.

RESV_CONFIRM: When included in a RESV message, this object indicates a request for a reservation
confirmation and carries the IP address of the upstream node where the confirmation should be
sent. Here, the only upstream node is the MN, which does not actually send the RESV message.
Consequently, this object can be omitted in the respective RESV IE.

STYLE: This object specifies the desired reservation style that determines the kind of reservation
requested (“distinct” reservation for each upstream sender, or “shared” among all packets of
selected senders) and the kind of senders (“explicit” list of all selected senders, or “wildcard”
selection of all the senders of the session). Three styles are defined, according to the following table:

Sender Reservations

Selection  Distinct Shared

Explicit Fixed-Filter Shared-Explicit
(FF) style (SE) Style

Wildcard  (None defined)  Wildcard-Filter
(WF) Style

Assuming that all the available reservation styles should be supported, this object should be
included in the RESV IE because its value affects the processing of the RESV information by the
new AP.

SCOPE: This object carries an explicit list of sender hosts to which the RESV message is to be forwarded.
SCOPE objects are not necessary if the multicast routing uses shared trees or if the reservation
style has explicit sender selection (meaning that it applies only in the case of Wildcard-Filter [WF]
style and multiple senders). Attaching a SCOPE object to a reservation should be deferred to a
node with more than one previous hop for the reservation state.* Considering that the MN has
only one previous hop (the new AP),a SCOPE object is not needed in the RESV message originated
by the MN and, consequently, in the RESV IE.
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Flow descriptor list: The specific structure of this object depends on the reservation style, but in
general, it consists of FLOWSPEC and FILTER_SPEC objects. FLOWSPEC defines the QoS to be
provided for a flow, whereas FILTER_SPEC specifies the set of data packets of the sender that
should receive this QoS. Data packets that are addressed to a particular session but that do not
match any of the filter specs for that session are handled as best-effort traffic. It is clear that both
these parameters are required to establish the RESV state, and therefore, the whole flow descriptor
list should be included in the RESV IE.

From the previous discussion, the RSVP objects that should be included in both the PATH and the
RESV IEs of the IAPP MOVE-response message are derived. In brief, the PATH IE should contain the
SESSION, SENDER_TEMPLATE, and SENDER_TSPEC objects, whereas the RESV IE should contain
the SESSION, STYLE, and flow descriptor list (consisting of FLOWSPEC and FILTER_SPEC objects).
According to Braden et al.!, each object consists of one or more 32-bit words with a one-word header,
with the following format:

0 1 2 3
mmmmm e mmmmm e mmmmm e o +
| Length (bytes) | Class-Num | C-Type |
mmmmm e mmmmm e mmmmm e o +
| |
// (Object contents) //
| |
mm e mm e mm e mm e +

Length is a 16-bit field containing the total object length in bytes, Class-Num identifies the object class,
whereas C-Type is unique within Class-Num and at the moment can take two values indicating IPv4 or
IPv6 addressing.

Figure 2.10 and Figure 2.11 show examples for the structure of the PATH and RESV IEs, respectively.
We assume IPv4 addressing, Fixed-Filter style, and Guaranteed Service. For IPv6, the only difference is
that source and destination addresses occupy 16 bytes instead of 4. Guaranteed Service is considered for
the FLOWSPEC in order to offer bounded end-to-end delays and bandwidth. For Controlled-Load
Service, the FLOWSPEC object should not include the Rate and Slack Term parameters. Details for the
specific fields can be found in Braden et al.’

It is clear that many fields inside the objects could be omitted or forced to consume less space.
Nevertheless, the objects are included as defined for RSVP in order to be compatible with future versions
of the RSVP protocol that will use more fields. Additionally, the above IE structure is flexible enough to
include more objects if necessary. The only thing that is needed in order to include a new object is to
add the object to the end of the respective IE, as defined in RSVP together with its object header, and
update the IE’s Length field accordingly. In the example presented earlier, the length of the PATH IE is
64 bytes, whereas the length of the RESV IE is 84 bytes. Note that using the IAPP this information is
transmitted through a high-speed distribution system connecting the two APs. In a different case, the
same information would have to be transmitted using standard RSVP signaling through the wireless
medium, after reassociation of the MN with the new AP, which would result in considerable delays and
signaling overhead.

More specifically, because the new AP might be more crowded than the old one, or can provide lower
available bandwidth, some of the flows might not be supported. Consequently, an admission-control
algorithm should be applied in the new AP to decide which flows can be accepted, based on the RSVP
information received through the MOVE-response message. For an accepted outgoing flow, the new AP
immediately creates the respective PATH state and issues a PATH message to the network without waiting
to receive this message from the MN after the reassociation process is finished. For denied outgoing flows,
the new AP can either omit the PATH messages and let reservations expire or send PATH_Tear messages

© 2004 by CRC PressLLC



R e T T et s A e At s S T e S —+—+
IE ID = PATH IE IE Length ‘ Value
B A e e e e it T e e SO —+—+

/

B s e e e e At St R TR e S e

1 | Length (bytes)=8 | Class-Num=1 | C-Type=1
S S R
2 | IPv4 DestAddress | SESSION
S S B
3 | Protocol 1Id | Flags | DstPort
R i e e L s
4 | Length (bytes)=8 | Class-Num=11 | C-Type=1
et e e s It et T S e b it T T
5 | IPv4 SrcAddress | SENDER
B T T e it et T T S s Tt et T R AT A A A TEMPLATE
6 | 111117 | /11117 | SrcPort
e e s e Tt e T T s Tl et TF AR
7 | Length (bytes)=32 | Class-Num=12 | C-Type=2 | i\
s e et S T s T T T o T TR
8 | 0 (a) | reserved | 7 (b) |
S S S S I S N R S s
9 | 1 (c) |0] reserved | 6 (d) |
S S S S S S R S s
10 | 127 (e) | 0 (f) \ 5 (g) |
S
11 | Token Bucket Rate [r] (32-bit IEEE floating point number) | >_ SENDER_TSPEC
B e e T et T e S Ear et st T SRR A )
12 | Token Bucket Size [b] (32-bit IEEE floating point number) |
B T T o e et et T T kAt T S RS S S
13 | Peak Data Rate [p] (32-bit IEEE floating point number)
et e s o Tt e T S s bt ot T TN
14 | Minimum Policed Unit [m] (32-bit integer)
T T e s Tt et ST S o ket ST
15 | Maximum Packet Size [M] (32-bit integer)
+

B A s st e e e e e e ek S T ,)

- Message format version number (0)

- Overall length (7 words not including header)

- Service header, service number 1 (default/global information)
Length of service 1 data, 6 words not including header

- Parameter ID, parameter 127 (Token_Bucket_TSpec)

- Parameter 127 flags (none set)

- Parameter 127 length, 5 words not including header

@moaaoe
I

FIGURE 2.10 An example of a PATH IE structure.

to release resources along the paths. Concerning an active incoming flow, as soon as the new AP receives
the PATH message from the network, it immediately creates a RESV state and responds with the respective
RESV message without waiting for the MN to issue it, provided that the specific flow was accepted during
admission control. In a different case, either the PATH message is ignored or a RESV_Tear message is
issued to release the resources along the path.

According to this procedure, the new AP does not have to wait for the MN to send the required RSVP
messages after reassociation. Additionally, assuming the MN is aware of the IAPP usage to transfer the
RSVP context to the new AP, it can omit sending the PATH and RESV messages (messages 10 and 11,
respectively) for the active flows and just wait for reestablishment of the paths. In this case, for an outgoing
flow the MN can start transmitting data as soon as it receives the RESV message from the new AP, whereas
for an incoming flow, the MN can simply wait to receive data packets. In this way, signaling overhead
and reestablishment delays are reduced during handover. Figure 2.12 and Figure 2.13 present examples
of a standard and proposed signaling sequence for an outgoing session. In Figure 2.12, the IAPP is used
to transfer only authentication information; in Figure 2.13 it transfers RSVP information as well. The
proposed scheme can also work together with a partial-path reestablishment solution like Paskalis et al.?>
and Moon and Aghvami.?® In these cases, the new AP communicates with the crossover router instead
of the CN. A side effect of the proposed scheme is that it transmits the full set of RSVP traffic and QoS
information for active flows to the new AP inside a single message (MOVE-response). This allows for

© 2004 by CRC PressLLC



Fot ottt ottt ottt ottt -ttt —t—t—F—F—F—F—t—t -+ttt —F...... —+—+
IE ID = RESV IE Length | value |
Fot ottt ottt ottt -ttt —t—t—F—F—F—F—t—t—F—F—F -+t —+—+

B it s e e AT et ke T

1 | Length (bytes)=8 | Class-Num=1 | C-Type=1 |
ot —t—t—t—t—F—F—F—F—F—d—d—t—t—t—t—t—t—t—t—t—t—t—F—t—t—F—F—F—F—F+—+
2 | IPv4 DestAddress | SESSION
ot —t—t—F—t—F—F—F—F—F—d—t—t—t—t—t—t—t—t—t—F—t—F—F—t—F—F—F—F—F—F+—+
3 | Protocol Id | Flags | DstPort
+od—t—t—t—d—t—dt—t—F -ttt -ttt -ttt -ttt —t—t—F—t—F—t—F—t—t—+—+
4 | Length (bytes)=4 | Class-Num=8 | C-Type=1 |
ottt -ttt ottt -ttt -ttt -ttt -ttt —F—t—F—+—+—+—+ STYLE
5 | Flags | Option Vector |
B e T S R T s Tt S e s Tt e e h s
6 | Length (bytes)=8 | Class-Num=10 | C-Type=1 |
B e s T e T i T e S S S T et
7 | IPv4 SrcAddress | FILTER_SPEC
ot —t—t =ttt —F—F—F—d—d—d—d—t—t—t—t—t—t—F—t—F—F—F—F—F—F—F—F—+—+
8 | /1171777 | /11717 | SrcPort |
tot—t—t—t—F—t—dt—t—F -ttt -ttt -ttt -ttt —t—F—t—F—t—F—F—F—+—+
9 | Length (bytes)=8 | class-Num=9 | C-Type=2 | \\
ottt -ttt ottt -ttt -ttt -ttt —F—t—F—t—F -+ —+—+
10 |0 (a) | Unused | 10 (b) \
B e T e e e T e e R i e T e
11 | 2 (c) |0| reserved | 9 (d)
B e e Tt e T s T S e e et SR S S A
12 | 127 (e) | 0 (f) | 5 (g) \
B e T s e S s T ks S e R ek ft S
13 | Token Bucket Rate [r] (32-bit IEEE floating point number) \
ot —t—t—t =ttt —F—F—F—d—d—dt—d—t—t—t—t—t—t—t—t—F—F—t—F—F—F—F—F—F+—+
14 | Token Bucket Size [b] (32-bit IEEE floating point number) |
B e e s s Tt e T e e ket h Tk it ek r N FLOWSPEC
15 | Peak Data Rate [p] (32-bit IEEE floating point number) |
ottt ottt ottt -ttt -ttt -ttt —F -ttt —+—+
16 | Minimum Policed Unit [m] (32-bit integer)
ottt -ttt ottt bttt -ttt -ttt -ttt —+—+
17 | Maximum Packet Size [M] (32-bit integer)
B s e T S st S S s Tt s S S it Tk
18 | 130 (h) | 0 (i) | 2 (3) \
B T Tt e T e S i st S e R et T
19 | Rate [R] (32-bit IEEE floating point number)
ot —t—t—t—t—F—F—F—F—F—d—d—t—t—t—t—t—t—t—t—F—t—F—F—F—F—F—F—F—F—+—+
20 | Slack Term [S] (32-bit integer) |
tot—t—t—t—F—t—t—t—F -ttt —F -ttt -ttt -ttt —t—F—t—F—t—F—F—F—+—+ ,/
(a) - Message format version number (0)
(b) - Overall length (9 words not including header)
(c) - Service header, service number 2 (Guaranteed)
(d) - Length of per-service data, 9 words not including per-service header
(e) - Parameter ID, parameter 127 (Token Bucket TSpec)
(f) - Parameter 127 flags (none set)
(g) - Parameter 127 length, 5 words not including parameter header
(h) - Parameter ID, parameter 130 (Guaranteed Service RSpec)
(i) - Parameter 130 flags (none set)
(j) - Parameter 130 length, 2 words not including parameter header

FIGURE 2.11 An example of PATH IE structure.

advanced admission-control algorithms in the new AP in order to decide which flows can be accepted
in case bandwidth is insufficient. This is not possible in the regular case, where path reestablishment
requests arrive sporadically from the MN after reassociation.

2.6 IP Security over WLANSs

The problem with security in WLANs comes as a direct result of their nature to transmit in the air.
Traditional LANs share a single medium (copper cable, fiber optics, etc.) and passive hubs or routers.

© 2004 by CRC PressLLC



MN

New Old
channel channel

New AP

0Ol

Data Path

re-associate

!

PATH

>

Access-Request

d AP

—

Switch

Radius

CN

_ Access-Accept (Secu

ity Key)

) Send-Security-Block |

Ack-Security-Block

) MOVE-Request

MOVE-Response

RESV

PATH

RESV

Data Path

FIGURE 2.12 The standard message exchange for outgoing sessions.

MN

New
channel cha

Old

nnel

New AP

Data Path

re-associate

Access-Request

Old AP

>

Switch

Radius

CN

<

Access-Accept (Security Key)

Send-Security-Block

_ Ack-Security-Block

MOVE-Request

MOVE-Response

Admission Control
|: J <
<

RESV

PATH

»

< RESV

Transfer Context Block (ificluding RSVP information)

FIGURE 2.13 An IAPP-assisted RSVP message exchange for outgoing sessions.

Hub ports and cable taps are almost always located within a facility with some physical security that
makes it difficult for unauthorized users to have access to them. On the other hand, WLANs share a
broadcast medium in free space, which almost certainly covers areas outside the physical control of WLAN
administrators, such as a company parking lot, other floors of the facility, or nearby high-rise buildings,

Data Path

making them vulnerable to interceptions.
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FIGURE 2.14 WEP operation.

Interference, on the other hand, is also easy in WLANS, especially when WLANS operate in public
frequencies such as 2.4 or 5 GHz. A simple jamming transmitter within close distance can block all data
communications. For example, consistently hammering an AP with access requests, whether successful
or not, will eventually exhaust its available radio-frequency spectrum. Other wireless technologies in the
same frequency range can also reduce the range and usable bandwidth of a WLAN. Bluetooth, for
example, which is used to communicate between handsets and other information appliances, is one of
many technologies today that use the same radio frequency as WLAN devices. These intentional or
unintentional Denial-of-Service (DoS) attacks can make WLAN devices practically unusable.

2.6.1 Security in 802.11

The inability of 802.11 to provide a complete framework for secure transmission over the air was one of
the basic reasons for delaying its widespread adoption in the past few years. The foundation of the security
of 802.11 is based on a frame encryption protocol called Wired Equivalent Privacy (WEP). WEP is a
framework that defines an operation mode for the RC4 algorithm, and it specifies how to use the
Initialization Vector (IV), how to work out a key stream, and how to encapsulate encrypted information.
Both encryption and authentication are based on WEP. Many administrators use WEP keys to configure
rudimentary wireless encryption. These keys come in two sizes: 40-bit and 128-bit. In the next few
paragraphs we discuss the problems with WEP in some detail. As described in Casole,?” the IV, which
has a length of 24 bits, is concatenated to the secret key (40 or 104 bits), thus resulting in a seed for the
WEP Pseudo-Random Number Generator (PRNG) of 64 bits. The WEP PRNG is based on the RC4
algorithm.? The output of the WEP PRNG is a key sequence of the same length as the text to be encrypted,
given by the actual plaintext and an Integrity Check Value (ICV) corresponding to a Cyclic Redundancy
Check (CRC-32) of the plaintext. The key sequence and the text to be encrypted are then ex-ored; the
result of this operation is sent over the medium, concatenated with the IV (Figure 2.14). The standard
specification suggests changing the IV for every PDU to be sent over the air, but no clear directions are
given. This means that every implementation can choose its own method, which often opens the imple-
mentation to many security threats.
As for authentication, IEEE 802.11 defines two methods:

+ The open system authentication method is in fact a NULL authentication method, based on the
transmission of the identity from the MN being authenticated to the MN performing authenti-
cation. The MN performing authentication returns the authentication result, which, if successful,
means that the two MNs are mutually authenticated.

+ The preshared key authentication mechanism is a method based on challenge and response. For
example, MN A starts by sending an authentication request and its MN identifier to MN B, who
replies with an authentication message containing a random text of 128 bits (the challenge). Then,
MN A copies the challenge in a new message, encrypts it with the shared WEP key, and sends it
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to MN B (response). MN B decrypts the text and replies with the outcome of the authentication
procedure, depending on whether the received text is identical to the initial. It is clear that this method
requires that the common shared key have been previously delivered to the participating MNs through
a secure channel that is independent of IEEE 802.11. Note that the key used for authentication is the
same used for encryption, making the security framework considerably vulnerable.

The standard makes it possible to use up to four different global WEP keys, shared by all the MNs
within a BSS; the same WEP keys are used for encryption and authentication by all MNs in a BSS. Because
WLANSs assume the possibility for a MN to move between different radio cells, this has led to a widely
used poor practice of setting up the same WEP key in all cells belonging to the same infrastructure. The
loss of this single key thus compromises the security of the whole network (referred to as a single point
of risk). The standard considers the possibility to have per-user WEP keys, or better per-MAC address
WEP keys, but currently only a few products implement this part of the standard because of the
administration overhead.

A number of weaknesses have been recently discovered in the RC4 algorithm, as well as in the WEP
framework. Fluhrer et al.” identify a large class of weak RC4 keys, weaknesses in the key scheduling
algorithm, and many flaws in the Pseudo-Random Generator Algorithm (PRGA); furthermore, the
deployment of the RC4 PRGA within the WEP framework turned out to be completely insecure, made
even worse by the common practice of reusing the same IV for multiple frames. Other descriptions of
WEP weaknesses and how an attack can be launched have been described in Borisov et al.** and Stub-
blefield et al.,’! where an attack was implemented and the WEP key was discovered after 5 million packets.

2.6.2 802.11i

The 802.11i task group is the official attempt of the IEEE 802.11 group to fill the gaps in the 802.11
security framework. Work in 802.11i is currently in progress, and so far two new algorithms have been
proposed for enhancing WEP encryption: the Temporal Key Integrity Protocol (TKIP) and the Wireless
Robust Authenticated Protocol (WRAP).

The TKIP is a new protocol that tries to fix the known problems with WEP. TKIP uses the same
ciphering kernel as WEP (RC4) but adds a number of functions:*?

+ A 28-bit encryption key

+ A 48-bit Initialization Vector

+ The New Message Integrity Code (MIC)

+ Initialization Vector (IV) sequencing rules

+ A per-packet key mixing algorithm that provides a RC4 seed for each packet
+ Active countermeasures

The purpose of TKIP is to provide a fix for WEP for existing 802.11b products. It is believed that
essentially all existing 802.11b products can be software-upgraded with TKIP. The TKIP MIC was
designed with the constraint that it must run on existing 802.11 hardware. It does not offer very strong
protection but was considered the best that could be achieved with the majority of legacy hardware. It
is based on an algorithm called Michael that is a 64-bit MIC with 20-bit design strength.

The IV sequence is implemented as a monotonically incrementing counter that is unique for each key.
This ensures that each packet is encrypted with a unique (key, IV) pair; in other words, it ensures that
an IV is not reused for the same key. The receiver will also use the sequence counter to detect replay
attacks. Because frames may arrive out of order due to traffic-class priority values, a replay window (16
packets) has to be used. A number of “weak” RC4 keys have been identified for which knowledge of a
few RC4 seed bits makes it possible to determine the initial RC4 output bits to a non-negligible probability.
This makes it easier to crypt-analyze data encrypted under these keys. The per-packet mixing function
is designed to defeat weak-key attacks. In WEP, the IV and the key are concatenated and then used as
seed to RC4. In TKIP, the cryptographic per-packet mixing function combines the key and the IV into
a seed for RC4.
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Because the TKIP MIC is relatively weak, TKIP uses countermeasures to compensate for this. If the
receiver detects a MIC failure, the current encryption and integrity protection keys will not be used again.
To allow a follow-up by a system administrator, the event should be logged. The rate of MIC failure must
also be kept below one per minute, which means that new keys should not be generated if the last key
update due to a MIC failure occurred less than a minute ago. To minimize the risk of false alarms, the
MIC should be verified after the CRC, IV, and other checks have been performed. Through these
enhancements, TKIP tries to address all known vulnerabilities of WEP. Nevertheless, TKIP is an interim
solution for supporting 802.11i on legacy hardware. It is not considered as secure as WRAP but much
better than WEP.

WRAP, on the other hand, uses the Advanced Encryption Standard (AES)* and Offset Codebook
(OCB),* and its operation is based on the Rijndael cipher. It is much stronger than WEP, uses different
encryption (per-user) keys for received and transmitted data, and allows an efficient parallel implemen-
tation in both software and hardware. Furthermore, the WRAP encapsulation technique protects the
integrity of the transmitted data.

More specifically, the WRAP privacy consists of three parts:

1. The key derivation procedure. Once an association is established and a temporal key for the
association is configured with the use of 802.1X, the 802.11 MAC uses the key-derivation algorithm
to derive a cryptographic key from the (Re)association Request and Response. This will produce
the key used to protect the association data. Note that the above procedure requires 802.1X
authentication and key management.

2. The encapsulation procedure. Once the key has been derived and its associated state initialized,
the 802.11 MAC uses the WRAP encapsulation algorithm with the key and the state to protect all
unicast MSDUs it sends to an associated station.

3. The decapsulation procedure. Similarly, once the key has been derived and its associated state
initialized, the 802.11 MAC uses the WRAP decapsulation algorithm with the receive key and state
to decapsulate all unicast MSDUs received from an associated station. Once the key is established,
the MAC discards any MSDUs received over the association that are unprotected by the encapsu-
lation algorithm.

IEEE 802.1X may also assign a broadcast/multicast key. The implementation uses this key as configured,
without derivation. The MAC utilizes the broadcast/multicast key to protect all broadcast/multicast
MSDUs it sends and discards any broadcast/multicast MSDUs received that are not protected by this key.
Note that AES requires hardware support, meaning that the majority of legacy 802.11b products will not
be able to run WRAP. You can learn more about security in WLANSs in Chapter 9.
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3.1 Introduction

In this chapter, we discuss how the General Packet Radio Service (GPRS) technology is used for providing
mobile/wireless access to the Internet. We explain the fundamental GPRS concepts, protocols, and
procedures and demonstrate the main functionality provided by the GPRS network. The key procedures
examined are the registration procedure, the routing/tunneling procedure, and the mobility management
procedure, all of which enable mobile/wireless IP sessions.

GPRS is a bearer service of the Global System for Mobile (GSM) communications, which offers packet
data capabilities. The key characteristic of the data service provided by GPRS is that it operates in end-
to-end packet mode. This means that no communication resources are exclusively reserved for supporting
the communication needs of every individual mobile user. On the contrary, the communication resources
are utilized on a demand basis and are statistically multiplexed between several mobile users. This
characteristic renders GPRS ideal for applications with irregular traffic properties (such as Web browsing),
because, with this type of traffic, the benefits of statistical multiplexing are exploited; that is, we obtain
high utilization efficiency of the communication resources. A direct effect of this property is the drastically
increased capacity of the system in the sense that we can support a large number of mobile users with
only a limited amount of communication resources. The increased capacity offered by GPRS, combined
with the end-to-end packet transfer capabilities, constitute the main factors that drive the use of GPRS
in providing wide-area wireless Internet access.

In this chapter, we investigate the key operational and conceptual aspects of GPRS, and we demonstrate
how it is used to provide wide-area wireless access to the Internet and other IP-based networks. We start
our discussion with an introduction to GPRS technology and the necessary terminology. Further tutorial
material that explains several GPRS aspects can be found in references 1 and 3 to 6. Another compre-
hensive resource is the 3GPP TS 22.060 specification’ and the 3GPP TS 23.060,% available online at

!Parts of this chapter are used with permission from Dixit, S. and Prasad, R., Wireless IP and Building the Mobile
Internet, ISBN 1-58053-354-X, Artech House, 2002.
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www.3gpp.org/ftp/specs. In addition, reference 2 discusses some interesting issues related to the simul-
taneous provisioning of voice and packet data capabilities in a GSM/GPRS network.

3.2 GPRS Overview

In general, a GPRS network can be viewed as a special IP network, which offers IP connectivity to IP
terminals on the go. To provide such a mobile connectivity service, the GPRS network must feature
additional functionality compared with standard IP networks. However, from a high-level point of view,
the GPRS network resembles a typical IP network in the sense that it provides typical IP routing and
interfaces to the external world through one or more IP routers.

Figure 3.1 shows schematically this high-level conceptual view of a GPRS network. By using shared
radio resources, mobile users gain access to remote Packet Data Networks (PDNs) through a remote
access router, which in GPRS terminology is termed Gateway GPRS Support Node (GGSN). You can think
of access to a remote PDN as being similar to a typical dial-up connection. Indeed, as discussed in Section
3.3, a user establishes a virtual connection to the remote PDN. However, with GPRS a user may “dial
up” to many remote PDNs simultaneously and can be charged by the volume of the transferred data,
not by the duration of a connection.

GPRS can offer both transparent and nontransparent access to a PDN. With transparent access, the
user is not authenticated by the remote PDN, and he or she is assigned an IP address (private or public)
from the address space of the GPRS network. On the other hand, with nontransparent access the user’s
credentials are sent to the remote PDN and the user is permitted to access this PDN only if he or she is
successfully authenticated. In this case, the user is typically assigned an IP address (private or public)
from the address space of the PDN he or she is accessing. Note that, irrespective of the type of access to
a PDN, a user is always authenticated by the GPRS network before being permitted access to GPRS
services (this is further discussed in Section 3.2.3). The nontransparent access is particularly useful for
accessing secure intranets (e.g., corporate networks) or Internet Service Providers (ISPs), whereas the
transparent access is most appropriate for users who do not maintain subscriptions to third-party ISPs
or intranets. As illustrated in Figure 3.1, the GPRS network forms an individual subnet, which (from an
address-allocation point of view) contains all users who use transparent access to remote PDNs. External
PDNs perceive this subnet as being a typical IP network.

Figure 3.2 illustrates some more detailed aspects of a GPRS network. On the left, it shows a Mobile
Station (MS), and on the right we see the Gateway GPRS Serving Node (GGSN). Among other things,
the GGSN offers IP routing functionality, and it is used for interfacing with external IP networks (also
referred to as PDNs). From the MS point of view, the GGSN can be thought as a remote access router.
Note that, in general, the GGSN may interface not only with IP PDNs but also with several other types
of PDNs — for example, with X.25 networks.”® However, in practice GPRS is commonly used to provide
access primarily to IP PDNs, and consequently in this chapter we focus on IP only. Therefore, unless
otherwise indicated, we assume that GPRS interfaces with IP PDNs only, such as the Internet.

3.2.1 GPRS Bearers

As illustrated in Figure 3.2, the GPRS network effectively provides a GPRS bearer — that is, it provides
a communication channel with specific attributes between the MS (the terminal) and the GGSN (the
router). Over the GPRS bearer, the MS may send IP packets to the GGSN, and it may receive IP packets
from the GGSN. As explained below, the GPRS bearer is dynamically set up at the beginning of an IP
session (when the user “dials” to a specific PDN), and it can be tailored to match the specific requirements
of an application. In other words, it can be set up with specific Quality of Service (QoS) attributes, such
as delay, throughput, precedence, and reliability.®

Figure 3.2 also illustrates the internal structure of a GPRS bearer, which includes the protocols and
the GPRS nodes involved in the provisioning of this bearer. Here is a brief explanation: The MS com-
municates through the radio interface (the so-called Um reference point) with a Base Transceiver Station
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(BTS), which provides mainly physical-layer functionality. In GPRS, the BTS handles the transmission
and the reception of packet data on the GPRS physical channels. Data received by the BTS is processed
(e.g., decoded and de-interleaved) and then relayed to the next hierarchical node in the GPRS architecture
— that s, to the Packet Control Unit (PCU). The PCU offers radio resource management and is responsible
for allocating uplink and downlink resources to the various MSs on a demand basis. As we discuss later,
the radio resource allocation is implemented with a packet-scheduling function that takes into account
the QoS committed to each active MS.

The PCU communicates with the Serving GPRS Support Node (SGSN) over a frame relay interface
(Gb). The SGSN provides mobility management functionality, session management, packet scheduling
on the downlink, and packet routing/tunneling. The interface between the SGSN and the GGSN (Gn)
is entirely based on IP, typically on IPv4. The GGSN provides mainly routing and optionally screening
functionality and can be considered to be a remote access router interfacing with the external PDNs. The
fact that we have two IP layers within the GGSN implies that some sort of IP-to-IP tunneling is applied
across the Gn interface. This is discussed in more detail in Section 3.4.

Not all GPRS bearers feature the same attributes. The particular attributes of a GPRS bearer are
specified mainly by the operational mode of each protocol and by the level of precedence applied in the
scheduling procedures. For example (see Figure 3.2), in one GPRS bearer, the Logical Link Control (LLC)
protocol may operate in acknowledged mode, whereas in another GPRS bearer it may operate in unac-
knowledged mode. By definition, the acknowledged mode of operation offers increased reliability com-
pared with the unacknowledged mode of operation. Similar distinctions among different GPRS bearers
may apply to the Radio Link Control (RLC) protocol and to the GPRS Tunneling Protocol (GTP). In
addition, one GPRS bearer, which is given high precedence in the scheduling procedures, would typically
feature lower delays compared with another GPRS bearer, which is given lower precedence in the
scheduling procedures.

3.2.2 GPRS Protocols

Let us now examine the GPRS protocols shown in Figure 3.2. The Subnetwork Dependent Convergence
Protocol (SNDCP) runs between the MS and the SGSN, and it is specified in reference 17. It is the first
layer that receives the user IP datagrams for transmission. SNDCP basically provides (1) acknowledged
and unacknowledged transport services, (2) compression of TCP/IP headers (conformant to RFC 1144;
see reference 15), (3) compression of user data (conformant to either V.42bis [reference 16] or V.44), (4)
datagram segmentation/reassembly, and (5) PDP context multiplexing (see Section 3.4). The segmenta-
tion/reassembly function ensures that the length of data units sent to LLC layer does not exceed a
maximum prenegotiated value. For example, when this maximum value is 500 octets, then IP datagrams
of 1500 octets will be segmented into three SNDCP data units. Each one will be transmitted separately
and reassembled by the receiving SNDCP layer.

As we will learn in Section 3.3, a PDP context essentially represents a virtual connection between an
MS and an external PDN. The PDP context multiplexing is a function that (1) routes each data unit
received on a particular PDP context to the appropriate upper layer and (2) routes each data unit arriving
from an upper layer to the appropriate PDP context. For example, let us assume a situation where the
MS has set up two PDP contexts, both with type IP but with different IP addresses. One PDP context
could be linked to a remote ISP, and the other could be linked to a remote corporate network. In this
case, there are two different logical interfaces at the bottom of the IP layer, one for each PDP context.
The SNDCP layer is the entity that multiplexes data to and from those two logical interfaces.

The Logical Link Control (LLC) protocol runs also between the MS and the SGSN, and it is specified
in reference 12. LLC basically provides data-link services, as specified in the Open System Interconnection
(OSI) seven-layer model.!® In particular, LLC provides one or more separate logical links (LLs) between
the MS and the SGSN, which can be broken down into user-LLs (used to carry user data) and control-
LLs (used to carry signaling). There can be up to four simultaneous user-LLs, whereas there are basically
three control-LLs: one for exchanging GPRS mobility management and session management signaling,
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another to support the Short Message Service (SMS),! and a third to support Location Services (LCS).°
A user-LL is established dynamically, via the PDP context activation procedure (see Section 3.3), and its
properties are negotiated between the MS and the SGSN during the establishment phase. Negotiated
properties typically include (1) the data transfer mode (acknowledged versus unacknowledged), (2) the
maximum length of transmission units, (3) timer values, (4) flow control parameters, and so forth. A
part of these properties defines the QoS that will be provided by the user-LL. On the other hand, the
control-LLs have predefined properties, and they are automatically set up right after the MS registers to
the GPRS network (see Section 3.2.3). Note that one user-LL can carry user data pertaining to one or
more PDP contexts, all sharing the same QoS.

Control-LLs operate only in unacknowledged mode, which basically provides an unreliable transport
service. On the other hand, user-LLs operate either in unacknowledged mode or in acknowledged mode,
depending on the reliability requirements. The latter mode provides reliable data transport by (1)
detecting and retransmitting erroneous data units, (2) maintaining the sequential order of data units,
and (3) providing flow control.

Another service provided by the LLC layer is ciphering. This service can be provided in both acknowl-
edged and unacknowledged modes of operation and, therefore, all LLs can be secured and protected
from eavesdropping.

The Radio Link Control (RLC) and Medium Access Control (MAC) protocols run between the MS and
the PCU, and they are specified in reference 13. The RLC makes available the procedures for unacknowl-
edged or acknowledged operation over the radio interface. It also provides segmentation and reassembly
of LLC data units into fixed-size RLC/MAC blocks. In RLC acknowledged mode of operation, the RLC
also provides error-correction procedures that enable the selective retransmission of unsuccessfully deliv-
ered RLC/MAC blocks. Additionally, in this mode of operation, the RLC layer preserves the order of
higher-layer data units supplied to it. Note that whereas LLC provides transport services between the MS
and the SGSN, the RLC offers similar transport services between the MS and the PCU.

The MAC layer implements the procedures that enable multiple MSs to share a common radio resource,
which may consist of several physical channels. In particular, in the uplink direction (MS to network),
the MAC layer provides the procedures, including contention resolution, for the arbitration among
multiple MSs that simultaneously attempt to access the shared transmission medium. In the downlink
direction (network to MS), the MAC layer supplies the procedures for queuing and scheduling of access
attempts. More details are provided below.

The MAC function in the network maintains a list of active MSs, which are mobile stations with
pending uplink transmissions (they have uplink data to transmit). These MSs have previously requested
permission to content for uplink resources, and the network has responded positively to their request.
Each active MS is associated with a set of committed QoS attributes, such as delay or throughput. These
QoS attributes were negotiated when the MS requested uplink resources.

The main function of the MAC layer in the network is to implement a scheduling function (in the
uplink direction), which successively assigns the common uplink resource to active MSs in a way that
guarantees that each MS receives its committed QoS. A similar scheduling function is also implemented
in the downlink direction.

From the previous discussion, it is obvious that every GPRS cell features a central authority (the PCU),
which (1) arbitrates the access to common uplink resources by providing an uplink scheduling function,
and (2) administers the transmission on the downlink resources by providing a downlink scheduling
function. These scheduling functions are part of the functions required to guarantee the provisioning of
QoS on the radio interface and are implementation dependent.

The Base Station Subsystem GPRS Protocol (BSSGP) runs across the Gb interface; it is specified in
reference 21. BSSGP basically provides (1) unreliable transport of LLC data units between the PCU and
the SGSN, and (2) flow control in the downlink direction. The flow control attempts to prevent the
flooding of buffers in the PCU and to conform the transmission rate on Gb (from SGSN to PCU) to the
transmission rate on the radio interface (from PCU to MS). Flow control in the uplink direction is not
provided because it is assumed that uplink resources on the Gb interface are suitably dimensioned and
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are significantly greater than the corresponding uplink resources on the radio interface. BSSGP provides
unreliable transport because the reliability of the underlying frame relay network is considered sufficient
enough to meet the required reliability level on the Gb.

BSSGP also provides addressing services, which are used to identify a given MS in uplink and downlink
directions, and a particular cell. In the downlink direction, each BSSGP data unit typically carries an
LLC data unit, the identity of the target MS, a set of radio-related parameters (identifying the radio
capabilities of the target MS), and a set of QoS attributes needed by the MAC downlink scheduling
function. The identity of the target cell is specified by means of a BSSGP Virtual Channel Identifier
(BVCI), which eventually maps to a frame relay virtual channel. In the uplink direction, each BSSGP
data unit typically carries an LLC data unit, the identity of the source MS, the identity of the source cell,
and a corresponding set of QoS attributes. The mobility management function in the SGSN uses the
source cell identity to identify the cell where the source MS is located.

As shown in Figure 3.2, the GPRS Tunneling Protocol (GTP) runs between the SGSN and the GGSN.
In general, however, GTP also runs between two SGSNs. GTP provides an unreliable data transport
function (it usually runs on top of UDP) and a set of signaling functions primarily used for tunnel
management and mobility management. The transport service of GTP is used to carry user-originated
IP datagrams (or any other supported packet unit) into GTP tunnels. GTP tunnels are needed between
the SGSN and the GGSN for routing purposes. (This is further explained in Section 3.4.) They are also
necessary for correlating user-originated IP datagrams to PDP contexts. By means of this correlation, a
GGSN decides how to treat an IP datagram received from an SGSN (e.g., to which external PDN to
forward this datagram), and an SGSN decides how to treat an IP datagram received from a GGSN (what
QoS mechanisms to apply to this datagram, to which cell to forward this datagram, and so forth).

Now that we have discussed the fundamental concepts and protocols of GPRS, let us investigate the
typical procedures carried out to enable wireless IP sessions over GPRS. In particular, we describe the
registration procedure, the routing/tunneling procedures, and the mobility management procedures.

3.2.3 The Attach Procedure

Before a mobile station can start a wireless IP session or any other packet data session over the GPRS
network, it has to perform the registration procedure. In the GPRS specifications,® the registration
procedure is formally referred to as an attach procedure. During this procedure, the mobile station is
actually informing an SGSN that it wants to have access to the GPRS network, and at the same time it
identifies its comprehensive set of capabilities. In response, the SGSN authenticates the mobile station,
retrieves its subscription data, and checks whether it is authorized to have access to the GPRS network
from its current routing area (i.e., one or more cells served by the same SGSN®). If none of the checks
fails, the SGSN accepts the attach request of the mobile and it returns an accept message. After that, the
SGSN becomes the serving SGSN of that particular mobile.

The entire attach procedure is schematically illustrated in Figure 3.3 in the form of a message sequence
diagram. In step 1, the MS sends an Attach Request message to the SGSN (labeled as new SGSN), which
serves the routing area where the mobile station is located. In the Attach Request message, the MS typically
includes a temporary identifier, called the Packet Temporary Mobile Station Identity (P-TMSI). This P-
TMSI has previously been allocated, possibly by another SGSN (e.g., the old SGSN shown in Figure 3.3)
and, possibly, in another routing area. However, the P-TMSI is stored in the nonvolatile memory of the
MS, and as long as it is valid, it is used as an MS identity. The use of a temporary identity instead of the
permanent MS identity (i.e., the International Mobile Station Identity [IMSI]) provides user identity
confidentiality.” As explained below, the GPRS network allocates a new P-TMSI value to the MS whenever
appropriate. Along with the P-TMSI, the Attach Request includes the identity of the routing area where
this P-TMSI was allocated, as well as information related to the MS capabilities — for example, supported
frequency bands, multislot capabilities, and ciphering capabilities.

In step 2, the new SGSN tries to acquire the permanent MS identity — that is, its IMSI. If the P-TMSI
included in the Attach Request message has previously been allocated by the new SGSN, then the new
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FIGURE 3.3 The GPRS attach procedure.

SGSN also knows the IMSI of the MS. However, in the example shown in Figure 3.3, we assume that the
P-TMSI has previously been allocated by the old SGSN. Therefore, the new SGSN may try to contact the
old SGSN and request the IMSI value that corresponds to the P-TMSI reported by the MS. This is
accomplished in step 2a with the Identification messages exchanged between the two SGSNs. Note that
the address of the old SGSN is derived by the new SGSN with the aid of the routing area identity (RAI)
included in the Attach Request. The exact mapping between an RAI and an SGSN IP address is imple-
mentation specific and can typically be based on preconfigured mapping tables or DNS queries.

If the new SGSN cannot acquire the MS’s IMSI value in step 2a (e.g., because the old SGSN has deleted
the relevant information, or because the IP address of the old SGSN cannot be resolved), then the new
SGSN requests that the MS send its permanent identity. This is accomplished in step 2b. The obvious
drawbacks of this step are that it introduces additional signaling over the radio interface and that it
compromises the user identity confidentiality (because the IMSI is transmitted unciphered on the radio
interface).

In step 3, the authentication and key agreement procedure is executed. During this procedure, the
new SGSN contacts a Home Location Register (HLR), which maintains the subscription data of the
identified IMSI and requests from this HLR the authentication data required to authenticate the MS.
The address of the appropriate HLR is derived by translating the routing information contained in IMSI
value. Note that an HLR is typically accessible over the international SS7 network and either the Message
Transfer Part (MTP) transport or IP transport can be used for SS7 signaling.!* The authentication and
key agreement procedure is identical to the one used in GSM, and more details about it can be found
in the GSM technical specifications’ as well as in other references, such as reference 10 or 11. Typically,
after the authentication and key agreement procedure, ciphering is enabled on the radio interface, and
therefore, further messages transmitted on this interface are enciphered. In GPRS, the ciphering function
is performed at the LLC layer. Further details can be found in the LLC specification.'?

In step 4 (see Figure 3.3), the new SGSN tries to update the HLR database with the new location of
the MS. For this purpose, it sends an Update Location message to the HLR containing its own IP address,
its own SS7 address, and also the IMSI value of the MS. Subsequently, the HLR informs the old SGSN
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that it can now release any information stored for this MS. This is done with the Cancel Location message.
Typically, when the old SGSN receives this message, it will release the previously allocated P-TMSI for
this MS (and make it available for reallocation), delete any other information possibly stored for this
MS, and respond with a Cancel Location Ack message. In step 4c, the HLR sends to the new SGSN the
GPRS subscription data of the MS. At this point, the new SGSN may perform several inspections; for
example, it may check whether the MS is allowed to roam in its current routing area. If none of the
checks fails, then the new SGSN builds up a GPRS Mobility Management (GMM) context for this MS
and returns a positive acknowledgment to the HLR. On the other hand, if an inspection routine fails
(e.g., due to roaming restrictions), the new SGSN sends a negative response to the HLR and subsequently
it sends an Attach Reject message to the MS, including the specific reason for rejecting the attach request.
The GMM context can be considered a database record that holds GPRS mobility management infor-
mation pertaining to a specific MS. Such information includes the IMSI value of the MS, the routing
area and the cell where the MS is currently located, the P-TMSI allocated to the MS, the ciphering
algorithm used to encipher packets for this MS, the GPRS capabilities of the MS, and data that can be
used to authenticate the MS in the future. In step 4d, the HLR acknowledges the location update that
was requested earlier in step 4a.

In step 5a, the new SGSN sends an Attach Accept message to the MS to indicate that the MS has
successfully been registered for GPRS services. Typically, with the Attach Accept message, the new SGSN
assigns a new P-TMSI value to the MS. At the final step (5b), the MS responds with an Attach Complete
message, which acknowledges the correct reception of the new P-TMSI value. Note that the messages
transmitted in steps 5a and 5b are typically enciphered; therefore, the new P-TMSI value cannot be
eavesdropped on.

3.3 Setting Up PDP Contexts

After a successful GPRS attach procedure, the mobile station is permitted to use the mobile GPRS services
in a secure fashion (a security context is established between the mobile and the network). However,
further actions are needed for accessing an external PDN. In particular, a virtual connection has to be
set up with that PDN. This is accomplished with the (formally referred to) PDP context activation
procedure. (The term PDP [Packet Data Protocol] context, used instead of IP context, emphasizes the fact
that GPRS supports not only IP contexts but also other types of packet contexts, such as X.25 and PPP.)
Roughly speaking, this procedure can be conceptually associated to the well-known dial-up procedure
used over the Public Switched Telephone Network (PSTN) to establish connectivity (e.g., with ISPs).
However, GPRS PDP contexts (virtual connections) operate in connectionless mode, as opposed to the
connection-oriented mode of the PSTN dial-up connections. In this section, we discuss the concepts
behind GPRS PDP contexts and the PDP context activation procedure.

As mentioned before, you can think of the GPRS network as an access network that offers connectivity
between a number of mobile stations and a number of external PDNs. For this purpose, the GPRS
network offers access ports where the mobile stations can be connected and access ports where the
external PDNs can be connected. This concept is schematically illustrated in Figure 3.4. This figure also
depicts two established PDP contexts, one for MS A and one for MS B.

Each connection between the GPRS network and an external PDN features a unique official name,
similar to a domain name used in the Internet. This unique official name is formally called Access Point
Name (APN), and it is represented as PDN_name.PLMN_name.gprs. PDN_name is a sequence of labels
in the form labell.label2. ... and identifies an external PDN. PLMN_name identifies the Public Land
Mobile Network (in this case, the GPRS network) that is used to provide access to the external PDN.
The encoding of PLMN_name depends on the Mobile Country Code (MCC) and the Mobile Network
Code (MNC) allocated to the given PLMN. For instance, for a PLMN with MCC = 10 and MNC = 202,
PLMN_name is mnc202.mcc010. To simplify the illustration, however, PLMN_name in Figure 3.4 is
shown either as PLMNA or PLMNB. The APN names shown in this figure are typical examples, used to
explain the APN structure.
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FIGURE 3.5 Establishing PDP context; a simplified message sequence diagram.

Each PDP context is characterized by:

+ A specific PDP type, e.g., IPv4, IPv6, X.25, or PPP, which specifies the type of the payload
transferred on the PDP context

+ A specific APN, which represents an external PDN

+ A specific GPRS bearer, i.e., by specific transmission properties

The GPRS bearer is a key characteristic of a PDP context because it specifies QoS properties such as
the reliability, delay, throughput, and precedence of the packets transmitted on the PDP context.

It is important to note that a GPRS mobile may have one or more simultaneously active PDP contexts.
This means that one GPRS mobile may simultaneously exchange data with one or more external PDNs —
for instance, with one that provides Internet access and with another one that provides access to a
corporate intranet. Of course, this is not possible with a single PSTN dial-up connection.

The message flow sequence for establishing a new PDP context is illustrated in Figure 3.5. When an
MS wants to establish a new PDP context, it sends a specific signaling message (Activate PDP Context
Request) to its serving SGSN. This message specifies all the previously mentioned characteristics of the
requested PDP context. The SGSN checks the requested APN and identifies (e.g., by using the DNS
system) the IP address of the GGSN that provides access to that APN. This GGSN may be located either
in the serving GPRS network or in the home GPRS network (see Figure 3.4). If the MS specifies only
the PDN_name (e.g., Internet) instead of the full APN name, the SGSN will first try to use a GGSN in
the serving GPRS network. If that fails, it will then try to locate a GGSN in the home GPRS network. If,
on the other hand, the MS specifies the full APN name in the Activate PDP Context Request (e.g.,
Internet. PLMNA.gprs), a GGSN in PLMN A may be used only to offer connectivity to the Internet. It is
evident that, for establishing a PDP context like the one shown in Figure 3.4 for MS B, specific inter-
PLMN connectivity means must exist and the operators of PLMN A and PLMN B must have established
a roaming agreement.

After identifying a GGSN, the SGSN sends a GTP signaling message (Create PDP Context Request) to
that GGSN to request the activation of the requested PDP context. Typically, the GGSN checks whether
the MS is authorized to access the requested APN, and if so, it allocates a new IPv4 address to this PDP
context (assuming that the requested PDP type is IPv4). It must be pointed out that the GGSN may
request a new IPv4 address either from an internal Dynamic Host Configuration Protocol (DHCP) server
or from an external DHCP server located in the requested PDN. In the first case, the MS is allocated an
IPv4 address from the address space of the serving or home GPRS network, and the MS becomes a new
IPv4 node within this network. In the latter case, however, the MS is allocated an IPv4 address from the
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address space of the external PDN, and effectively it becomes a new IPv4 node inside this PDN. This is
equivalent to the case where access to the PDN is accomplished through a dial-up connection. It is
typically used when the external PDN is an intranet, which may use private (rather than public) IP
addresses.

Under normal conditions, the GGSN accepts the request to create the new PDP context and returns
a positive GTP response (Create PDP Context Response) to the SGSN. Subsequently, the SGSN returns
an accept message (Activate PDP Context Accept) to the MS, which includes the IPv4 address allocated
to the new PDP context.

At this point, a new PDP context (i.e., a new virtual connection) has been established. Note that the
establishment of a PDP context does not involve the reservation of dedicated communication resources
in the GPRS network. This applies to both the radio interface and the wireline part of the GPRS network.
The establishment of a PDP context involves only the storage of new information in the GPRS nodes
(i.e., the creation of new PDP context records in the SGSN and the GGSN). This new information is
subsequently used to route the packets correlated with that PDP context. We discuss this routing proce-
dure in the next section.

3.4 Routing and Tunneling

After we have established a PDP context, we use a tunneling procedure to transfer PDP packets from the
MS to the GGSN. Assume, for instance, that a PDP context of type IPv4 has been established between
the MS and the GGSN shown in Figure 3.6.

In this case, each IP packet transmitted from the MS is put into an envelope that carries two important
addressing identifiers: the Traffic Flow Identity (TFI; see reference 13) and the Network Service Access
Point (NSAPI). The TFI effectively identifies an active GPRS MS in a certain cell, and the NSAPI identifies
one of the PDP contexts that has been activated by that GPRS MS. The PCU that receives this packet
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translates the TFI into a Temporary Logical Link Identifier (TLLI) and forwards the packet to the SGSN.
The TLLI is another MS identifier, which, as opposed to TFI, is decoupled from the cell where the MS
is located. In particular, the TLLI is a unique identifier in the SGSN and is used to identify a specific MS
served by that SGSN. It is essentially derived from P-TMSI, which is another identifier for the MS. The
difference between TLLI and P-TMSI is their range of applicability: The first is applied as an identifier
at the LLC protocol, whereas the second is applied as an identifier at the GMM protocol (this is a special
signaling protocol that handles GPRS mobility management issues; see reference 8). Because TLLI is
derived from P-TMSI, a unique TLLI is also assigned to every MS when it is registered with an SGSN.

The SGSN that receives the packet from the PCU tries to correlate this packet with a preestablished
PDP context. For this purpose, the SGSN searches its PDP context database and identifies the PDP context
that has stored TLLI and NSAPI values matching the TLLI and NSAPI values contained in the envelope
of the received packet. From the information contained in the identified PDP context, the SGSN finds
out the IP address of the GGSN associated with this PDP context. Subsequently, it makes up a new IP
packet, addresses this packet to the identified GGSN, and encapsulates in it the original IP packet
transmitted from the MS (this is called IP-IP encapsulation, or tunneling). Afterward, this new packet
is transported through the GPRS IP backbone to the addressed GGSN. Note that, in general, the new IP
packet may have encapsulated other types of payload, such as X.25, PPP, and IPv6. The type of the
payload will match the type of the PDP context.

The envelope of the IP packet transmitted by the SGSN contains a Tunnel Identifier (TI), which is the
concatenation of the MS’s IMSI and the NSAPI. The TI is used by the receiving GGSN to correlate this
packet with the correct PDP context. When the GGSN identifies the PDP context that has a stored TI
that matches the TI in the envelope of the received packet, it discovers the APN associated with this
packet and effectively knows the external PDN that the payload (i.e., the original IP packet transmitted
by the MS) should be forwarded to.

In the downlink direction, the routing procedures carried out in the GGSN and the SGSN are similar.
In this case, the GGSN identifies from the destination address of an inbound packet the PDP context
associated with this packet. It then identifies the SGSN address associated with this PDP context and
forwards this packet to that SGSN, after including in the header the correct TI value. In a sense, the
packet is sent to the SGSN over a particular tunnel, identified by the TI value. The SGSN uses the TI to
identify the associated PDP context record in its database. From the contents of the identified record,
the SGSN finds out the TLLI of the target MS and finally forwards the packet to that MS through the
correct PCU. The correct PCU is the one where the last uplink packet from that MS was received.

3.5 Mobility Handling

Throughout this section, we consider an MS, which is communicating with an Internet host; say, it is
downloading a file from that host. Our main effort is to illustrate how the file transfer can be sustained
when the MS is on the move and roams among different radio access points (i.e., base stations). In such
situations, the GPRS network has to dynamically cope with the location changes of the MS and carry
out procedures to modify the associated PDP contexts according to the identified location changes. All
these procedures are typically termed mobility management procedures and are the basis for all mobile
networks. In this section, we focus on only the mobility management procedures executed when an MS
is in the packet transfer mode. The mobility management procedures executed when an MS is in the idle
mode (i.e., involved with no packet transfer) are not discussed.

Figure 3.7 shows a network schematic diagram that will be used throughout the discussion. In this
figure, the lines connecting the various network elements are used merely to illustrate the connectivity
among these network elements. They do not imply, however, that the network elements are physically
interconnected by point-to-point links. For efficiency and cost reasons, it is common in practice to deploy
sophisticated transport means to interconnect the network elements. For instance, between an SGSN
and a PCU there is typically a frame relay network. In this case, the line connecting an SGSN with a
PCU corresponds to a permanent virtual circuit of the frame relay network.
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At this point, we assume that the MS has established an appropriate PDP context and is currently
within the coverage area of BTS1 receiving a series of downlink packets, each one belonging to the ongoing
file transfer session. From Figure 3.7, we note that every downlink packet traverses a series of network
nodes in order to be delivered to the MS — i.e., from the GGSN to SGSN1, to PCU1, and finally to
BTSI. (The routing procedures used to transfer the packets among successive nodes were explained in
Section 3.4.1.) The series of network nodes traversed by the packets belonging to the same PDP context
define the transmission path of the PDP context. As you will see below, the transmission path of a PDP
context changes dynamically (e.g., from one SGSN to another) in order to facilitate the location changes
of the MS. However, the GGSN in the transmission path of a PDP context can never change and therefore
serves as an anchor point. This anchor point effectively hides the mobility of the mobile stations and
makes it possible for an external PDN to reach a specific MS through the same GGSN no matter where
the MS is located.

3.5.1 Cell Change

Let us now assume that the MS starts moving toward the BTS2 (see arrow 1 in Figure 3.7). At some
instant, the Radio Resource (RR) layer in the MS will recognize that BTS2 can provide better commu-
nications quality and will camp on a Radio Frequency (RF) channel controlled by BTS2. This will happen
by suddenly switching RF channels and camping on a new one. This procedure is referred to as mobile-
originated handover because the handover from one cell to another is decided by and performed by the
MS alone. In GPRS, this procedure is also referred to as cell reselect. According to reference 13, “when
the conditions are fulfilled to switch to the new cell, the mobile station shall immediately cease to decode
the downlink, cease to transmit on the uplink, and stop all RLC/MAC timers except for the timers related
to measurement reporting. The mobile station shall then switch to the new cell and shall obey the relevant
RLC/MAC procedures on this new cell.”
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Note now that neither PCU1 nor SGSN1 will know that the MS has moved to another cell until the
MS makes an uplink transmission in the new cell. Therefore, for some time, the connection with the MS
is inevitably lost, and consequently, downlink packets that may be sent by PCU1 are not received by the
MS. This means that, during a handover, the packets transmitted by SGSN1 in unacknowledged LLC
mode will be lost. On the other hand, packets transmitted by SGSN1 in acknowledged LLC mode
(remember that the LLC mode is specified during the establishment of a PDP context) will not be lost
but will stay unacknowledged and will be retransmitted later, when the communication with the MS is
made feasible. These recovery procedures are handled by the LLC layer, which copes with the occasional
“blackouts” that may occur due to the MS mobility. Here we observe that, even when all single-hop links
between the MS and the SGSN1 are perfectly reliable (which means they can transfer data with no errors),
the link between the MS and the SGSN can still be unreliable. This observation explains the need for the
LLC protocol, a reliable data-link protocol between the MS and the SGSN.

After the handover procedure, the RR layer monitors the broadcast control channel of the new cell.
Over this channel, BTS2 transmits the cell ID of the new cell and a Routing Area ID (RAI), which identifies
the Routing Area (RA) where this cell belongs. The RR layer will inform the GMM layer that the cell ID
has changed but that the RAI is still the same (according to Figure 3.7, BTS1 and BTS2 belong to the
same RA). In response, the GMM layer will command the LLC layer to transmit a NULL frame on the
uplink (arrow 2). This is a special LLC frame, whose goal is to notify the network of the cell change.
When this NULL frame is received by the LLC layer in SGSN1, the cell change is recorded and subsequent
downlink packets are forwarded via BTS2 (arrow 3). This procedure is illustrated in Figure 3.7. Any
downlink packets that were sent from SGSN1 to PCU1 during the blackout period are transmitted in
the old cell and are never acknowledged by the RLC layer. Typically, these packets are discarded as soon
as their “lifetime” expires.

3.5.2 Intra-SGSN Routing Area Change

Suppose now the MS moves further, and suddenly, the RR layer makes another handover, this time from
BTS2 to BTS3 (see Figure 3.8). This is again a cell change, and what was mentioned in the previous
section applies here as well. However, in this case, the RA changes, too, and the RR layer in the MS
informs the GMM layer that the mobile station has entered into a new RA. In response, the GMM layer
does not send a NULL frame but rather an RA Update (RAU) Request message (arrow 2). This is done
because the MS does not know if the new RA is handled by the same SGSN (SGSN1), and therefore it
has to include additional information in its uplink transmission. This additional information is included
in the RAU Request message and can be used by a new SGSN to retrieve subscription and other mobility-
related information about that MS. This is explained in more detail in the next sub-section. In the example
shown in Figure 3.8, the RAU Request will reach SGSN1 and will be treated merely as a cell change. That
is, it will simply notify the SGSN1 that the MS can now be reached in a new RA (i.e., through PCU2
and BTS3). The SGSN1 will confirm that the MS is eligible to roam to the new RA and will accept the
RAU Request by replying with a RAU Accept message. Subsequently, it will change the transmission path
of the PDP context from PCUI to PCU2 (arrow 3). This means that further downlink packets related
to that PDP context are sent via PCU2.

3.5.3 Inter-SGSN Routing Area Change

When the MS performs a handover from BTS3 to BTS4, as shown in Figure 3.9, it will again transmit a
RAU Request message (arrow 2). This time, however, the new RA is controlled by another SGSN, namely
SGSN2. At this point, SGSN2 has to acquire some information about the MS. For this purpose, it sends
an SGSN Context Request message to SGSN1, asking for the needed information (arrow 3). The address
of SGSNI1 is effectively derived from the RAI parameter included in the RAU Request message. Now,
however, SGSN1 recognizes that the MS has moved to another RA and stops sending downlink packets
to the MS (point 3a).
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FIGURE 3.8 Cell change: a new cell in another routing area handled by the same SGSN.

Note that between the instant where the handover took place and the instant where SGSN1 received
the SGSN Context Request message, another “blackout” period exists. During that period, SGSN1 could
have been transmitting downlink packets to the MS in the context of the ongoing file transfer. These
packets would be unacknowledged and would need to remain buffered at SGSN1. It is also important
to note that the GGSN still believes that the MS is reachable through SGSN1 and could be transmitting
new downlink packets to SGSN1. The latter would need to buffer these packets as well. Observe that if
the transport protocol in the GPRS backbone is based on User Datagram Protocol (UDP) — which does
not support any flow control — when SGSNI1 is out of buffering resources, it has no means to signal
that to the GGSN; therefore, downlink packets can actually be lost due to limited buffering capabilities
in SGSN1. That observation justifies that the UDP transport is unreliable, even when no transmission
errors occur in the backbone links. If during the PDP establishment no reliable transport in the GPRS
backbone was requested, then the applications running at the MS and the host are responsible for
correcting the packet drops that may take place in the GPRS backbone. In our example, the MS and the
host could deal with such potential drops by carrying out the file transfer over a reliable transport
protocol, such as the Transport Control Protocol (TCP). If the MS and the host could not provide their
own reliable transport protocol and if they were running applications vulnerable to packet drops, they
would have to establish a highly reliable PDP context, which would also support reliable transfer in the
GPRS backbone (e.g., by using TCP instead of UDP to transport packets between the SGSN and the
GGSN).

Again, any potential downlink packets that were transmitted to PCU2 before SGSN1 was informed
about the RA change will be discarded after their lifetime expires.

An interesting situation arises when the RAU Request message sent by the MS (arrow 2) is lost due
to bad radio conditions, for instance. (Typically, another RAU Request would be transmitted after 15
sec.) In this case, it would take quite a long while for SGSNI1 to realize that the MS has changed routing
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FIGURE 3.9 Cell change: a new cell in another routing area handled by another SGSN.

areas. During this period, SGSN1 would (1) keep buffering any new packets sent by the GGSN, and (2)
periodically retransmit the buffered downlink packets that remain unacknowledged. To tackle such
situations, a careful dimensioning of the buffering resources of the SGSN is required. In addition, if
SGSN1 attempts the maximum number of LLC retransmissions before receiving the SGSN Context
Request message, the LLC connection would be released and any activated PDP contexts would be
deactivated. In this situation, the file transfer would effectively be dropped. When setting up the LLC
parameters, we must take these situations into account.

Let us now continue with the normal message flow. As soon as SGSN1 receives the SGSN Context
Request message (arrow 3), it will reply with an SGSN Context Response message (arrow 4) passing the
requested information to SGSN2. The latter sends an SGSN Context Ack message (arrow 5), which verifies
that it has received the requested information and is ready to receive any buffered packets for the MS
that are still unacknowledged. At this point, SGSN1 forwards all the buffered packets for the MS to the
SGSN2 (arrow 5a) within a new tunnel. At the same time, SGSN2 sends an Update PDP Context Request
(arrow 6) to the GGSN to inform it that any further downlink packets for the MS should be forwarded
to SGSN2. In response, the GGSN replies with an Update PDP Context Response (arrow 7). Now the
transmission path of the PDP context changes (arrow 8) to accommodate the location change of the MS.

Note that in the case of inter-SGSN routing area change, all the LLC connections in the MS are released
and new LLC connections are established with SGSN2. After the short interruption required for modifying
the PDP context and for reestablishing the new LLC connections, the ongoing file transfer is resumed.

3.6 Summary

In this chapter, we discussed the key GPRS concepts and procedures, and we demonstrated how these
procedures enable the provision of wireless packet data services, including wide-area wireless Internet
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access. In particular, we described the registration procedure, the activation of virtual connections (PDP
contexts), the routing and the tunneling of the data in the GPRS backbone, and, finally, how wireless IP
connectivity is sustained while a user roams between different areas.

At this point, it should be apparent that the GPRS system is a versatile and cost-effective solution for
the provision of wireless Internet services, such as web browsing, e-mail retrieval, text messaging, and
file downloading. It provides increased capacity and efficient utilization of the communication resources,
and it can support various types of packet data protocols, such as X.25, IPv4, and IPv6. In addition, it
supports access to both intranets and extranets, and it can offer roaming capabilities, which would
ultimately provide for ubiquitous access to data facilities.

The GPRS technical specifications (available online at www.3gpp.org/ftp/specs) are continuously evolv-
ing in order to enable wireless access to more demanding Internet services, such as video streaming and
voiceover IP.
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The Internet is approaching full maturity, as witnessed by the significant rise in the number of users
connected through this “network of networks.” Currently, Internet hosts are distributed all over the world,
scattered across heterogeneous network platforms and exploited by users to access heterogeneous services
by relying on the common TCP/IP protocol as the unifying network and transport solution. The role of
“core” in a global telecommunications infrastructure deploying pervasive and ubiquitous information
superhighways will thus be “naturally” played by the Internet, which has recently emerged as the global
solution for telecommunications.!

What the Internet will be required to provide is thus the differentiated handling of heterogeneous
types of traffic, each one with its own Quality-of-Service (QoS) requirements, as well as flexibility in
coping with various platforms explicitly conceived for high-speed transportation and large-scale distri-
bution of multimedia traffic. In such a context, typical of a personal communications platform, we should
not forget that ubiquity is perhaps the most relevant aspect that the research and standardization
communities have to take into account. It is becoming clear that a modern Internet platform is not even
conceivable without the appropriate features to match the emerging needs of a new population of nomadic
mobile Internet users, accessing multimedia services regardless of the terminal used and the location. To
achieve this further objective, the telecommunications community has recently converged toward the
idea that an Internet satellite platform is a valid solution for accessing IP multimedia applications regard-
less of location and with a desired QoS.??

In the past few years, it has become apparent that the deployment of what some researchers* called a
“growing armada” of satellites would have furnished “space access” to both traditional and novel (packet-
based) telecommunications services. Furthermore, it has emerged that “the explosive expanding reach
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of the Internet inspired almost every prospective satellite network provider to include Internet access in
its service offerings.”* The “marriage” between satellite technology and the Internet in a typical scenario
of personal communications is thus straightforward.

But you should not think that the interoperation between the deployed satellite IP networks and the
preexisting terrestrial IP network is not lacking in difficulties and technical challenges. In fact, take into
account that the two environments have experienced two completely independent evolutions, which
resulted in the optimization of satellite platforms for very specific traditional telecommunications services
(such as television broadcasting and connection-oriented transmission) and in the migration of the
Internet toward the effective transport of highly heterogeneous packet-oriented traffic at differentiated
QoS. Actually, as reported in reference 5, a point of convergence between the two technologies dates back
to the years 1979-1985. Note that the communications satellite technology has been exploited by the
Internet since its beginning; in those early years the Atlantic SAT-NET interconnecting the ARPANET
(Advanced Research Projects Agency Network) with European networks was developed, and in subse-
quent years, other examples of satellite constellations have been used in the Internet network.

The difficulty in discussing an actual “integration” between the satellite and the Internet environments
by referring to the cited experiences of the 1970s and 1980s is due to the realization that the satellite
infrastructure was used just to provide backbone connections for regional computers. An actual integra-
tion has to pass through the delivery of Internet data directly to the end user; this is a particularly
interesting challenge in large, isolated areas where it would be difficult and cost ineffective to deploy a
terrestrial Internet infrastructure, or even in metropolitan areas when the user wants to access high-
bandwidth multimedia services.® In such an evolutionary scenario, the satellite plays a starring role,
thanks to its intrinsic broadcast transmission capability, its flexibility in handling on-demand bandwidth
allocations, and, mainly, the possibility of supporting wide-range user mobility.

In the late ’90s the first platforms for accessing multimedia applications via satellites began to appear,
and this was just the beginning of a strong research activity aimed at achieving a solid and effective
integration between the satellite and the Internet environments. Today a new generation of satellite
systems is on its way to full deployment. These systems will be completely compatible with the Internet
multimedia traffic, thanks to the following characteristics:

+ Full connectivity among users connected to both fixed terrestrial and mobile stations, by means
of terrestrial gateway stations®

+ User-to-user direct satellite links without any intermediate connection to the gateway

+ A wide range of applications, similar to those offered by terrestrial systems, such as access to the
Internet, data distribution, video on demand, interactive television, videoconferences, telemedi-
cine services, and remote education

Furthermore, to offer multimedia transmission capabilities, the majority of broadband satellite systems
at geostationary (GEO), medium (MEO), and low (LEO) earth orbits are equipped with on-board signal
switching and processing functionality (also known as On-Board Processing [OBP]).”

The advantages of satellite and terrestrial IP system integration are many. However, equally numerous
are the issues that require further study in order to understand how to overcome the intrinsic limitations
emerging in the satellite environment when it is called to interact with (or better, integrate into) the new-
generation Internet global platform.

The main objectives of this chapter are to analyze the primary features that characterize the various
satellite platforms currently available on the market, to highlight their points of strength and limitations
when they are integrated with the Internet and thus called to handle packet-based Internet traffic with
various QoS constraints and requirements, to describe how most of the emerging problems have been
successfully faced by novel technological and protocol solutions, to make clear what projects are still
under way and what needs further research efforts to come to a solution, and to examine the frontier of
future research in the field of Internet via satellite.

Our aim is to give you a complete vision of the state of the art in this strategic field and to describe
the instruments used.

© 2004 by CRC PressLLC



4.1 The Integrated Satellite-Terrestrial Platform
for Next-Generation Systems

4.1.1 Introduction to the New-Generation Satellite Systems

The telecommunication scenario emerging in the past few years can be described through its main
attributes: extremely complex, extremely dynamic, heterogeneous, multimedia traffic oriented, and relying
on many interconnected networks and systems, with the IP protocol as a common glue.

Furthermore, the “magic word” characterizing today’s telecommunications scenario and clearly dis-
tinguishing it from past scenarios is undoubtedly “ubiquity.” This is the concept of a system in which
users are free to roam across different network segments, accessing the network from a generic terminal
by means of a generic access modality (the one available at the location from where the user is currently
connecting), a generic IP-based multimedia application in a personalized fashion. While approaching
the age of global communications, we are thus witnessing a widespread diffusion of novel IP multimedia
applications demanding a large amount of network bandwidth, due to the mix of component media of
which they consist. At the same time, we are observing a remarkable and unexpected growth of wireless
and mobile communication systems and technologies. These wireless access solutions are in fact the most
valuable enabling factors for the full deployment of personal communications platforms supporting the
idea of ubiquitous IP.

Thus, in such a scenario, we would not be surprised by the growing attention to satellite systems as
an effective means to extend the potential of terrestrial networks. In this context, satellite systems play a
very important role, thanks to their capability to extend terrestrial cellular network coverage® and provide
both high-bit-rate access to information services and the ability to reach worldwide users. With a view
to guaranteeing personal communications facility, wireless (terrestrial cellular, cordless, and satellite)
networks are expected to be interfaced with cabled networks transparently to the user. The role envisioned
for satellites within a Personal Communication System (PCS) infrastructure is therefore extremely sig-
nificant and far from the one they have played up to now. But, to better understand both virtues and
limitations of the current effort in merging satellite and Internet technologies within a PCS system, let
us briefly revise the main characteristics of past and present satellite platforms. This will enable us to
realize that within a platform for the Internet as a global telecommunications solution, the currently
emerging idea is to consider satellites no longer as the simple objects we have been used to — that is, as
“bent pipes” that receive information on the uplink and retransmit it on the downlink to the terminals
within their spot-beam coverage.’ The trend is toward the development of sophisticated broadband
satellite systems exploiting on-board processing and switching techniques, medium access control algo-
rithms, intersatellite link routing, and so forth in order to effectively interconnect to terrestrial (preferably
based on the TCP/IP protocol) backbones.!® In the U.S., Europe, and Japan, great efforts are being made
to develop prototypes of such satellite platforms, ready for future telecommunication scenarios.

4.1.2 A Brief Classification of Satellites in Terms of Their Orbit Height

The most common approach followed to classify the satellite systems is one based on their orbit altitude
above the earth’s surface. The scheme uses the satellite classifications GEO, medium- MEQ, and LEO.
Furthermore, High-Altitude Platforms (HAPs) are currently being designed to supply broadband data
services direct to the home along with third-generation mobile communications.!! GEO satellites orbits
are characterized by a revolution around the earth, which is synchronized with the earth’s rotation itself
and makes the GEO satellites appear fixed to an observer on Earth. The synchronization is achieved
through the choice of an operational height of 35,786 km above the equator. In a different way, MEO
and LEO satellites are closer to the earth’s surface (from 3000 km up to the GEO orbit, and between 200
and 3000 km, respectively).> HAPs are intended to be located in the stratosphere 20 to 22 km above the
earth and remain effectively in one fixed position during normal operation. Two HAP schemes can be
considered: Airships (SkyStation'? is an interesting example of advanced airship-based HAP systems) and
Circling Aircraft (the High Altitude Long Operation [HALO] scheme® is an example).
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The height of the satellites defines their behavior and their transmission characteristics. The GEO
height allows each satellite to cover a wide surface; however, large antennas and transmission power are
required. For MEO and LEO, the lower the orbit altitude, the greater the number of satellites required;
furthermore, users may need to be handed off from satellite to satellite as they travel at high speeds
relative to the earth’s surface. GEO are characterized by a large propagation delay, whereas LEO and MEO
have the advantage of offering short propagation delays (110-130 ms and 20-25 ms, respectively, which
is comparable with that of a terrestrial link). HAPS systems can be deployed quickly with little ground-
based infrastructure required, and their propagation delay will be small, as with LEO satellite systems,
even if the HAPs will not suffer from the problems of handoff and Doppler shifts caused by the rapid
movement of satellites traveling overhead.!!

4.1.3 The Evolution of Satellites from the “Bent Pipe”
to the “Switch” Concept

Since the first satellite has been exploited for telecommunications purposes, three generations of satellite
communication have followed each other.® Each generation has its particular features that make it suited
to the type of telecommunications services for which it has been developed. Each of them also plays a
different role in supporting the Internet technology.

In this section, we briefly highlight the main features differentiating a satellite belonging to each
generation and point out which relationship with the Internet each generation of satellites can have.

4.1.3.1 The First Generation: Fixed and Narrowband

The first generation is characterized by what we can call fixed satellite communications systems. By this,
we mainly mean narrowband GEO satellites providing communication links among fixed terrestrial
stations; the satellite, therefore, has the role of a mere repeater in the sky. These systems were a formidable
means of extending the scope of the fixed Public Switched Telephone Networks (PSTNs) and of support-
ing television broadcasting services. An example of such satellites is the INTELSAT satellites dating back
to the 1960s.

The role of these fixed narrowband platforms within a global Internet scenario has been the mere
provision of backbone connectivity among remote fixed Internet systems segments on a wide geographical
scale.

4.1.3.2 The Second Generation: Narrowband for Mobile Users

More interesting is what we can call the second generation of satellites. It includes the narrowband satellite
communications systems exploited for mobile purposes. They can be GEO as well but must be able to
supply communications between mobile stations and a fixed terrestrial gateway through satellite links.
The International Marine/Maritime Satellite Organization (INMARSAT)!* is an example of such a plat-
form.

New families of satellites characterized by a LEO rotation orbit were added to this generation starting
in the early 1990s. Most of these systems are designed to provide narrowband services (fax, paging, low-
bit rate data, and voice communications) ubiquitously.!® Iridium'® and Globalstar!'”!® systems are exam-
ples of this category of satellites.

This generation of satellites supports different modalities for the Internet infrastructure. We report on
two typical examples of access to distributed Internet information by relying on typical narrowband
GEO/LEO satellite systems of this second generation. The one in Figure 4.1 refers to the so-called Internet
scenario with bent-pipe satellites. It is feasible, for example, by means of a GEO (INMARSAT-like) or
LEO (Globalstar-like) satellite, which supports access to Internet traffic for users who cannot connect to
any Internet infrastructure. The example in Figure 4.2 refers to the architecture that in literature is usually
named “network in the sky” (see reference 3) or “network in the space” (see reference 15) due to the
exploitation of intersatellite links (ISL), such as those available in Iridium-like systems.

This second configuration is also typical of several Internet platforms based on LEO satellites of the next
(third) generation (such as, for example, Teledesic!®), which usually exploit ISLs. The main differences lie in
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the narrowband capability of what we called the second generation of satellites, which is surely enough
to support traditional IP traffic with non-real-time and low bit-rate requisites, but is not sufficient at all
to support the “future” Internet (characterized by such features as Mobile IP capability, IP multimedia
service support, and differentiated QoS guarantee through DiffServ and IntServ paradigms). For the
latter, a new generation of satellite with broadband capability is required.

4.1.3.3 The Third Generation: Broadband for Personal Communications

Broadband satellite systems for personal communications represent the last generation of satellites, operative
since the beginning of the twenty-first century. They are usually characterized by the possibility of
providing the user with direct connections without an intermediate link to a gateway. These systems can
be either GEO or LEO satellites and, in any case, are equipped with a sophisticated on-board switching
and signal processing functionality. OBP includes demodulation/remodulation, decoding/recoding, tran-
sponder/beam switching, and routing to provide more efficient channel utilization. OBP can support
high-capacity ISLs connecting two satellites within line of sight.> ISLs is the feature that, as we have
already addressed, might allow connectivity in space without any terrestrial network support.
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This type of satellite system is specifically thought to support broadband traffic coming from a wide
range of multimedia applications. Most of these systems use very high frequency bands, such as the Ku
band (10-18 GHz) and the Ka band (18-31 GHz), which allow the use of smaller antennas and enable
more available bandwidth to be obtained.

Examples of platforms based on the use of GEO satellites are Astrolink, Cyberstar, Spaceway (using
also MEO satellites), iSky, SkyPlexNet, and EuroSkyWay. Teledesic and Skybridge are systems operating
by means of LEO constellations of satellites.

For an interesting paper that gives an exhaustive description of future broadband multimedia satellite
systems, see reference 20. It classifies the most interesting examples of third-generation satellite systems,
highlights the main features that distinguish them from the preceding systems, and traces some evolu-
tionary trends. You will find equally interesting the survey presented in reference 15.

The way these systems interact with the terrestrial IP network is manifold. A straightforward idea is
to push the IP technology to the satellite and make the satellite constellation become not only a system
supporting mere pipes through which the IP traffic exchanged among terrestrial IP domains flows. The
new generation of satellite constellation becomes an integral part of the network, thanks to the possibility
of exploiting its OBP and ISL handling capability, as well as a higher computational power. Satellites can
therefore carry IP switches that forward packets independently. These IP switches are connected to one
another as well as to ground stations.?! Interesting examples of such an approach have been studied, and
we examine some of their advantages and limitations in the remaining part of this chapter.

A wider vision of an IP satellite system considers the satellite IP layer as a complement to both the
fixed and the mobile terrestrial IP networks in a beyond-UMTS (Universal Mobile Telecommunications
System) scenario. The so-called next-generation IP system has, in fact, the main objectives of overcoming
the limitations of today’s available Internet in terms of reachability, QoS differentiation, and personal-
ization of offered services and access. This is favored by an approach based on the integration of different
mobile and fixed networks through the exploitation of the common IP protocol at the network layer.
Many projects (such as SUITED, for example) currently move in this direction because they aim to
contribute to the design and deployment of the so-called Global Mobile Broadband System (GMBS), a
unique satellite/terrestrial infrastructure ensuring nomadic users access to Internet services with a nego-
tiated QoS. The intended result is a multisegment access network with a federated Internet Service
Provider (ISP).?

One of the most interesting aspects that marks a clear separation between the IP integration into first-
generation satellite networks and the IP-satellite systems at the age of multimedia-broadband satellites
is undoubtedly the possibility to create a sort of gateway to the Internet in space. This means that we are
approaching broadband systems that, in addition to their traditional trunking services, will now enable
the proliferation of personal communications services based on IP directly accessible by the Internet
subscribers. Examples of enhanced end-to-end links between Internet users and ISPs that include satellites
in the access network have been widely described in literature and are currently being deployed and made
available on the market. For illustration purposes, we report here on an example taken from reference 4.

The more interesting aspect in the IP terrestrial-satellite integrated architecture envisaged by reference
4 is surely the possibility of the extension of the IP satellite link to the end user. This means that now
the satellite enables efficient end-to-end user-ISP links. The example of a typical network architecture
for satellite ISPs includes both the satellite network in the sky and the ground stations acting as a gateway
to the terrestrial infrastructure through which the Internet is accessed.

Figure 4.3 illustrates how the whole system can be conceived. Three access modalities are designed to
access a service offered by the ISP: directly through the satellite network provider itself, through a specific
public network provider’s embedded ISP service, or through a specific terrestrial ISP. The IP-satellite
scenario reported in our earlier example can be defined as an “asymmetric” IP-satellite scenario. In fact,
the return link through which the IP user communicates with the ISP exploits the terrestrial IP network.
This is a typical scenario that meets the requirements of the typical Internet asymmetric applications
(such as Web browsing) that need a larger amount of resources from the server to the end user than in
the reverse direction. These applications support the trend in exploiting satellites with asymmetric
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FIGURE 4.3 An asymmetric satellite communication system.

capability, such as Direct Broadcast Satellites (DBSs) typically used for television broadcasting. In this case,
the user terminal is equipped with a receive-only satellite antenna, and a terrestrial link provides the reverse
path to a specific server able to communicate with the satellite on the uplink direction (refer to Figure 4.3).

Nevertheless, we have to consider that the Internet is evolving into a more powerful network, able to
support differentiation of services and thus also prepared to support such services as teleconferencing
and other multimedia applications with a certain degree of interactivity. Contemporary satellites, as we
have highlighted above, evolved into more powerful broadband platforms. Thus, the symmetrical IP
satellite network approach is destined to evolve rapidly into platforms in which user terminals can be
assumed to be interactive, which means they can directly transmit data up to and receive data from the
satellite. This also means that the following assumptions hold: the network is symmetric with a two-way
balanced load and identical link characteristics (refer to Figure 4.4).

4.2 Interconnecting Terrestrial and Satellite IP Segments:
Enabling Technologies

At this point, it should be clear that the interconnection of terrestrial and satellite-based IP networks
brings with it many research and technological issues that still need a thorough investigation. In this
section, we examine the most relevant issues and highlight the intrinsic weaknesses related to the presence
of satellite links (in any of the configurations and the platforms addressed in the previous sections) as
well as the proposed solutions and the issues still open and thus deserving further study in the next few
years. The implementation of an effective transport protocol for the Internet, which works efficiently
across the satellite links as well, undoubtedly represents a potential weakness in any integrated platform.

At the moment, and almost certainly for a long time to come, the protocols used by the Internet
network at the transport layer will be TCP and UDP. Due to their large diffusion in almost the totality
of the segments of the terrestrial Internet, these protocols are expected to be exploited for conveying
different kinds of traffic (with real-time and non-real-time, interactive and noninteractive nature) over
IP satellite links. In literature it has been widely shown that the performance of the algorithms exploited
at the transport layer by the Internet can be adversely affected by the long latency (for GEO satellites)
and the error-prone nature of the satellite links. In particular, the first feature of the satellite channel has
a negative impact on the TCP protocol. As you have learned in previous chapters, most of the features
of TCP (such as, for example, the slow-start algorithm, bandwidth-delay products, congestion control,
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acknowledgments, and error-recovery mechanisms) have become extremely inefficient in transmitting
data over satellite links and are characterized by short transmission durations compared with the delay-
bandwidth product, or high transmission rates compared with the round-trip delay.

A task group of the Internet Engineering Task Force (IETF) is currently focusing on different aspects
of the problem and is developing an effective TCP protocol adaptation to the satellite environment.?>?
Some of the results achieved by the IETF group and by the researchers involved in this popular topic are
presented in the remaining part of this section.

One can think that the problem cited above can be easily solved by simply adopting LEO constellations
instead of GEO constellation to profit from the shorter round-trip delay offered by such platforms.
Nevertheless, keep in mind that LEO satellites are mobile; this introduces other problems, different from
those affecting the GEO platforms, but not less disadvantageous to the Internet protocols (both at the
TCP and at the IP layer).

TCP, in fact, is not the only weak link in the chain; the routing protocols exploited in the terrestrial
Internet network at the IP layer are a further source of concern when extending IP links to the satellites.
Performing the routing of the packets at the IP layer (IP routing) is in fact the most interesting solution
in the terrestrial Internet network. IP routing has the advantages of being based on optimized and widely
accepted routing mechanisms such as Distance Vector (DV) and the Link-State Algorithm (LSA) and is
also easily augmentable to support multicast transmission by means of the Internet Group Management
Protocol (IGMP) specified by the IETF documents. Nevertheless, in particular constellations in which
LEO satellites equipped with ISL and OBP functionality are used to interact with the terrestrial IP
segments, the routing issue still presents many challenges. The efficiency or even the correctness of the
algorithms extensively proved in a terrestrial-only scenario could not be guaranteed any longer in satellite
constellations because of both frequent topological changes and unbearable jitter (in LEO constellations)
or round-trip (in GEO constellations) delays. The main problem is that Internet routing protocols, such
as Open Shortest Path (OSPF) and the Routing Information Protocol (RIP), exploit topological infor-
mation that, due to the satellite movements, could rapidly become obsolete. A further point that deserves
a thorough investigation is understanding “where” the routing function has to be implemented. Because
of the deployment of a new generation of satellites with OBP capabilities, investigations should be
conducted to decide whether to implement that function in the satellite or on the ground. Obviously,
different problems arise when the choice falls on each of the two alternatives.
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A further aspect that attracts the interest of many researchers is represented by the exterior routing
protocol typical of the Internet and derives from the concept of Autonomous Systems (AS). To the typical
protocols handling the internal routing, in fact, it is widely known that coupling suitable inter-AS (also
called “exterior”) routing solutions is necessary. If we assume that the satellite system embedded in an
overall Internet network is an AS, there is a need to design effective border gateways implementing the
Border Gateway Protocol (BGP)* adapted for the new scenario. Here, like above, there is the need to
decide where to implement the BGP protocol adapted for the new heterogeneous scenario that can be
composed of many satellites overlaying a terrestrial Internet area. The border gateway functionality can
be implemented either on-board the satellites or in ground locations. The effect of implementing it on-
board is the excessive computational and storage load. On the other hand, terrestrial gateways imply an
extra round-trip delay.’ To summarize, the research is currently investigating different IP routing schemes,
some of which will be examined in upcoming sections, even if in the future the most probable solution
will be that IP routing for satellite networks may be implemented via a combination of various techniques,
such as tunneling, Network Address Translation (NAT), Border Gateway Protocol, IP/Asynchronous
Transfer Mode (ATM) with Multiprotocol Label Switching, as well as proprietary routing techniques.?

Last but not least, the interest of the research community is currently focusing on the QoS issue in
IP-satellite systems. You should not forget that IP is evolving into a protocol that differentiates the level
of performance and the degree of QoS offered to the end user. The QoS guarantees need to be maintained
also over the satellite for any conceived service class of the Internet (DiffServ and IntServ). IP QoS over
the satellite is destined to be achieved not only through the use of IP over ATM satellite platforms, but
also in an all native-IP terrestrial-satellite platform. The implementation of the former solution brings
much overhead and complexity, thus strongly pushing toward the deployment of the second solution:
the direct support of integrated and differentiated service models. We also discuss in detail how this
problem can be currently addressed.

4.2.1 TIP-QoS via Satellite: Achievement of IP QoS

To address the issue of IP QoS guarantees via satellite, we will focus on modern satellite platforms
equipped with OBP technology. Many opportunities can be exploited in platforms for the QoS control,
most of which are related to the switching and transport modality the designer decides to adopt on-
board. Our attention will focus on satellite platforms based on three technologies:

+ The ATM protocol, or at least partial aspects derived from the ATM protocol stack
+ The DVB/DVB-RCS standard, coupled with either MPEG-2 or ATM transport streams
+ Native IP exploiting IP switching (MPLS) coupled with IntServ/DiffServ models

In any case, the main objectives are the achievement of transparent interoperability with IP services,
the need to differentiate the QoS offered to IP/non-IP traffic, and the maximization of the utilization of
the platform’s resources under heterogeneous (multimedia) offered traffic.

4.2.1.1 1IP over DVB and DVB-RCS

The family of satellites that have been developed to jointly exploit digital transmission technology based
on the MPEG-2 and digital video broadcasting (DVB) standards represent attractive platforms through
which Internet traffic can also be conveyed in the direction of the Internet provider/end user and, more
recently (with the advent of the new DVB-RCS standard), also in the opposite direction.

It is worth repeating that DVB stands for digital video broadcasting. In its name are summarized the
points of strength of the standard. It is completely digital and thus able to transport any type of digitalized
data both of the HDTV (High-Definition TV) and the SDTV (Standard Definition TV) type and of the
multimedia/interactive data type. The fact that it was originally conceived for video transmission gives
to the standard an intrinsic broadband nature, which is also a point of strength for supporting IP
multimedia services and applications. Last, but not least, its broadcasting capability makes it suitable to
support IP multicasting applications, which are recently gaining ground in the modern telecommunica-
tions market.
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FIGURE 4.5 Entry points for IP datagrams over MPEG-2 TS/DVB.

One of the first European Telecommunications Standards Institute (ETSI) standards developed within
the DVB project is called DVB-S (Digital Video Broadcasting via Satellite),?> which has been designed
with a modular organization, based on independent subsystems, in order to allow the standards developed
later (DVB-T, DVB-C) to reuse portions of the DVB-S not related to the transmission medium. DVB-S
is a powerful means for deploying broadcasting®®?” of “data containers” into which any type of digital
data can be put; IP datagrams can also exploit these data containers to transport Internet-based service
information.

An interesting paper describing the DVB-S is reference 28. Refer to this paper if you are interested in
gaining an in-depth understanding of this topic.

We need to understand how IP data information flows and is delivered through satellite IP platforms
exploiting the DVB/MPEG-2 standard. For data broadcasting, the DVB standard foresees three modalities
for data encapsulation into MPEG-2.%-32 In Figure 4.5 the possible entry points for IP data traffic over
MPEG-2 are shown:

1. IP packets can be encapsulated and transported within MPEG-2 PES, similarly to audio and video
information flows. This is the Data Streaming?” approach.

2. IP packets can be transported within section packets with a format specified for the transfer of
system tables. In this case, these tables need an identification fixed at a predefined value that
distinguishes when they are transporting IP packets and when they are transporting control
messages. This approach is called Multiprotocol Encapsulation (MPE)* and is the one usually
adopted because it suits the IP datagram transport optimization.

3. A protocol can segment the datagrams into a sequence of cells. This technique is called Data
Piping.?’ Reference 5 offers more details on the methodology and overhead in various examples
of IP mappi