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Storage Builder
Module 11

Objectives

After completing this module, you should be able to:

Rev. 3.43

Identify the Storage Builder architectural components.
Identify Storage Builder scalability limits.

Define key terms Storage Builder uses when reporting storage device
capacity and host storage utilization.

Access Storage Builder information using Capacity view panels.
View and modify Storage Builder charts.

Schedule host data collection.

Force collection of host data.

Schedule summarization of capacity data.

Add capacity-related thresholds and triggers.
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Product overview and features

Storage Builder monitors and reports storage capacity in a storage network. It
routinely discovers the physical capacity of storage devices and the logical
capacity of hosts and NAS devices, and analyzes the information for current usage,
past and future usage trends, and threshold notification. You must install and
license Storage Builder to use these features.

1M1-2

Storage Builder adds the following features to Storage Area Manager:

Capacity views of hosts, NAS devices, storage devices, and the domain —
For hosts and NAS devices, view panels show the used and free file space.
For storage devices, view panels show the disk space that is visible to hosts,
still unformatted, and spent in overhead.

Lists of the directories, disks, users, volumes, and volume groups on each
host — Click any of these labels in the Resources tree to view corresponding
capacity data, including file system and logical volume metrics. Select a
specific resource from the list to view more information about the individual
directory, disk, user, volume, and so on.

Physical and logical cross references — At the storage device view, you
can see how LUN space is distributed to hosts and volumes. At the host view,
you can see the LUNs where volumes reside. When logical volume managers
are present, a graphical map shows you the LUN-volume correspondence within
volume groups.

Past and future usage trends — Display a line graph of past and future
capacity. Storage Builder predicts future capacity using sophisticated
statistical models that are sensitive to directional tendencies, seasonal
variation, and the recency of the data. You can select the model and adjust
these factors to fit the nature of the data and the purpose of the prediction.
You can also set the confidence level of the prediction and view the
corresponding range of possible values.
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Capacity thresholds and threshold events — Storage Builder monitors the
current and predicted capacity of individual resources for threshold violations. If
measured or predicted capacity exceeds or falls below a specified target,
Storage Builder sends a threshold violation to Storage Area Manager's event
panel as soon as data becomes available on the management server.
Administrators can set thresholds and configure event triggers.

File analysis —View reports on stale files, junk files, the largest files, largest
directories, and all files and directories on each and all hosts in the domain.
You can modify the default reports to perform specialized functions.

Backup assessment — Line graphs show you the space needed for full and
incremental backups and the number of files modified each day.

Volume manager data — Storage Builder collects and displays information
about volume groups on hosts that use Veritas (VxVM) or Logical Volume
Manager (LVM).
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New features in Storage Builder 3.1

Storage Builder 3.1 offers the following new features.

Managed application support — Existing features of Storage Builder that
applied to host, volume, user, directory, arrays, and LUNs are now extended
to Microsoft Exchange and Oracle Applications.

Capacity views of managed applications — For Oracle, capacity views are
available for tablespaces, data files, log files, and dump spaces. For Microsoft
Exchange Server, Storage Builder provides capacity views of public folder
stores, and mailbox stores. These capacity views provide a view of storage
usage by application, including the used, free and total storage capacity

Past and future usage trends — Display a line graph of past and future
application claimed capacity. Storage Builder predicts future capacity by
identifying trends in past data. You can turn this feature on or off, and you
can select from a wide range of predictive models.

Application-host-file-storage device-LUN mapping — Storage Builder's
managed application map visually displays the relationships between a
supported application and hosts, volumes, files, storage devices, and LUNs
on a storage network.

Windows Logical Disk Manager (LDM) support — Storage Builder now
collects and displays information about volume groups on hosts that use
Windows Logical Disk Manager (LDM).

Cluster support — Storage Builder now supports most common cluster
configurations on HP-UX, Windows and Solaris platforms. This support
allows Builder to account for shared volumes when calculating the volume
sums for all the hosts in the domain, folder, organization, etc. For cluster
platforms that do not support concurrent storage access, when a volume fails
over to another cluster node, historical data is preserved in the database for the
configurable period of time.

Storage Builder scalability matrix

1-4

Storage Builder supports the following:

SAN Characteristic Target
Hosts 500
Volumes (per host) 50,000
Users (per host) 50,000
Files (per host) 5,000,000
Managed Directories (per host) 25,000
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Types of Storage Information

Storage Device

v'Total Space
v’Unconfigured
Space
v'Visible to Host
v'Not Visible to Host
v'Overhead Space

How much capacity is in
use as file systems or volumes:

v Volumes
v'Volume Manager Groups
v  Users
v’ Directories
v’ File Details

Storage Builder reports on two distinct types of storage:
m  Storage device capacity

m  Host storage utilization

Storage device capacity

Rev. 3.43

For each supported storage device on the SAN, the device’s fotal, unconfigured,
visible to host, and not visible to host capacity is stored in the database. Derived
from these metrics is the total overhead of the storage device.

A storage device has associated with it a certain amount of storage; this is referred
to as the storage device’s total capacity. This capacity is not functional for use by
hosts until it has been apportioned into LUNs. The capacity that has not been
apportioned into LUNs is referred to as unconfigured capacity.

Capacity that has been apportioned into LUNs is functional for hosts to use. This
functional capacity can be viewed by either SAN hosts (hosts which have a host
agent installed on the SAM defined domain) or non-SAN hosts. Functional
capacity viewed by SAN hosts is referred to as visible by host capacity. Functional
capacity not viewed by SAN hosts is referred to as not visible by host.

! Important

Not visible by host does not necessarily mean that the space is available. It may
be in use by a host that does not have the Host Agent installed.
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The overhead associated with a storage device refers to capacity that is not
functional for use by a host. Typically, this is storage used by the device in
mirroring, RAID, and so on. The overhead is the capacity derived from the total
minus free, visible to host, and not visible to host. All storage space is measured
and stored in bytes.

Host storage utilization

11-6

Host storage utilization refers to the total amount of storage available and in use
on a host as files systems or volumes. This can be broken into four areas: Volume,
User, Directory, and File Detail capacity information. At the volume level this
consists of the total, used, and free size. Derived from these values is any overhead
associated with the volume.

At the user level, this consists of the total capacity in use by each user account on a
particular volume. Derived from this is the total consumption by each user account
across the host. On the directory level, it is the total size of files within a specified
directory.

On the file detail level is the total size of files matching a particular characteristic.
These characteristics are user-definable, and include the total size of junk files,
stale files, and so on.
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Storage Builder architecture

Management Client(s)

SanManager
phluid GUI / JCore Server application

JCore Components
M Accountant Gui Panels

I Allocater Gui Panels

1 Optimizer Gui Panels

Builder Panels and Config

(018 ‘Buroey; ‘sjuans ‘syusuodwod)
S8JIAISS 210D

Builder Graphs and Trending

1 Node Mgr Gui Panels
FiCore Gui Panels/Navigation

config files  trace & log files
ovsam
command-line JCore application
ovsam agent
command-line JCore application

Clay/Model API

Clay/Model API

Management Server
ManagementServer

JCore server application
JCore Components

F4 Accountant Server Components
I

F1 Allocater Server Components
I ——

F4 Optimizer Server Components

Capacity Harvester
Capacity Archiver
Capacity Configuration

S$90IAIBS alo)

(038 ‘Buroey; ‘syuans ‘syusuodwod)

Report Server
|UM Server

F3Node Mgr Server Components
N
[+

Core Server Components

JIdJ

config reports data trace
files files. & log files

application extensions

SAN Host(s)
HostAgent

JCore server application
JCore Components

1 Allocater Agent Comp

User Data Gatherer
File Detail Gatherer
Volume Gatherer
Collector

F1/Core Agent Components
|

g

config data trace
files files &log files

diald
native, platform-specific daemon

Storage Device

The above diagram shows the Storage Builder components that reside on the
management client, management server, and SAN host.

As with the other Storage Area Manager applications, Storage Builder delivers its
functionality in a set of JCore components.
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Storage Builder client components

Management Client(s)

SanManager
phluid GUI / JCore Server application

JCore Components
1 Accountant Gui Panels

I Allocater Gui Panels

1 Optimizer Gui Panels

Builder Panels and Config

S92IAIBS aloDr

Builder Graphs and Trending

("01@ ‘Buroeyy ‘syuans ‘syjusuodwod)

Node Mgr Gui Panels

Core Gui Panels/Navigation

| |
config files  trace & log files
ovsam
command-line JCore application
ovsam agent
command-line JCore application

Clay/Model API

Two Storage Builder components reside on the management client:

m  Storage Builder panels and configuration dialog — Extends the tree to
include Storage Builder-specific navigation, adds capacity view panels, and
extends the Configuration window to include Storage Builder options.

m  Storage Builder graphs and trending — Extracts information from the
database and flat files through RMI, sends it to a graphing package, and
ensures all data is valid.
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Storage Builder SAN host components

SAN Host(s)

HostAgent
JCore server application

JCore Components
1 Allocater Agent Comp

User Data Gatherer
File Detail Gatherer
Volume Gatherer

Collector

F4 Core Agent Components

J U )

config data trace
files files  &log files

diald
native, platform-specific daemon

Storage Device ~—

The following Storage Builder components reside on the SAN host:
m  User Data Gatherer

m  File Detail Gatherer

m  Volume Gatherer

n Collector
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User Data Gatherer

The User Data Gatherer collects information on which user accounts are currently
defined on the host system. The User Data Gatherer only collects the list of local
users on Windows, and local and NIS users on UNIX. Windows domain-level
users and all user capacity information is collected by the file gathering process.

s Data collected
e  datestamp, username, userID, assignedgroup, fullname

m  Files used
e  config/UserGatherer.scp (loads the gatherer)
e  config/UserGatherer.prp (saves configuration information)

s Generated files
e  data/users.csv — data sent to repository (flat file resides on the Host

Agent)
File Detail Gatherer

The File Detail Gatherer collects host file detail information, using the data
collected by the Volume Gatherer to first obtain a list of volumes on the system.
Then it looks at each volume to determine the file-level details.

This collection is most likely done once per night at most (user configurable)
because it is fairly resource intensive on the host and, depending on the size of the
volume, could take several seconds/minutes to perform.

n Data collected

e time stamp, mount point, pathname, type, size, mode, owner, creation
time, last modified time, last access time, size (of file, or non-recursive
size of directory), and recursive size (for directories only)

m  Files used

e  config/FileGatherer.scp (loads the Gatherer)

e  config/FileGatherer.prp ( saves configuration information)
m  Files generated

e  data/files-X.csv, where x is a number that corresponds to the mounted
file system (one file per mounted file system)
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Volume Data Gatherer

The Volume Data Gatherer collects high-level information of all the file systems
that are visible to the host—both local and remote. The Volume Gatherer also
collects Volume Manager information. It retrieves information from supported
host volume managers and maps the relationship between file system volumes and
the LUNs on the attached storage devices.

m Data collected

° datestamp, localMountPoint, remoteMountPoint, localDrive, type,
blocksize, totalBlocks, usedBlocks, and freeBlocks

m  Files used

e  config/VolumeGatherer.scp (loads the gatherer)

e  config/VolumeGatherer.prp (saves configuration information)
m  Generated files

e  Data stored in data/volumes.csv

Volume Manager data collection is performed using the following CLUI
commands:

= VXVM: vxvol (-v), volinfo, vxdisk
s LVM: Isvg, Ispv, Islv

All Volume Manager data is stored in a file named: vm.xml

Collector

The Collector is a framework component that loads and handles application
management plug-ins which enable the managed application feature of Storage
Builder. The Collector provides a standard interface for sending application-
related events and gathering and scheduling application data from the management
server.
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Storage Builder management server components

Management Server

JCore server application
JCore Components 3
F¥ Accountant Server Components
|
F¥ Allocater Server Components
|
F1 Optimizer Server Components

uodwod!

S92IAIBS Bl0)

2 ‘syue

Capacity Harvester

Capacity Archiver

(010 ‘Buioely ‘sjuaA

Capacity Configuration
Report Server
IUM Server

o
<
©
T
[®]
=
S,
S
(&)

Fa Node Mgr Server Components
I

I Core Server Components

config reports data trace
files files & log files

Database

The following Storage Builder components reside on the management server:

Capacity Harvester
Capacity Archiver
Capacity Configuration
Report Server

IUM Server

Capacity Harvester

The Capacity Harvester is used in the collection and processing of data from each
of the host agents. There are two Harvester instances:

11-12

CS Harvester — Processes volume/volume manager information (part of
Core Services)

CP Harvester — Processes remainder of Storage Builder-specific
information (file details, users, directories, and so on)
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Capacity Archiver

The Capacity Archiver is a data summarization and trimming mechanism for
managing the size of the data contained within the database. The Capacity
Archiver runs and searches the database for old and obsolete data (user-
configurable). Data that is defined to be of a certain age is summarized with a set
of other old data points. Data that is considered to be obsolete is trimmed.

Summarization

The Capacity Archiver takes a set of the oldest archive snapshots over a time
interval and summarizes each data point within the snapshot, such that
summarized snapshot of data is created with the same set of data points. Each data
point now consists of not simply a raw number, but rather an object that contains
the weighted average, min/max, and standard deviation. These summarized
snapshots are also created on a periodic interval (such as every week) and are
stored back into the model/repository.

Trimming

The Capacity Archiver takes the archive snapshots that were used to create the
summarized snapshots during archiving, and trims them from the model/repository
after the summarized snapshot is created. The summarized snapshots are only kept
for a user-configurable amount of time (such as one year) and are trimmed when
they age beyond this time.

Capacity Configuration

The Capacity Configuration component handles all Storage Builder configuration
on the management server and SAN host, including:

n Collection Schedules
m  Threshold Configuration
n Archive Schedules

Report Server

Rev. 3.43

The Report Server provides a report retrieval mechanism for the management
client. When requests (GUI or CLUI) for reports are made on the management
client, the Report Server obtains access to the report and delivers it to the
management client for viewing.

The Report Server is responsible for streaming data files from the management
server over to the client through RMI. Depending on the Storage Object Descriptor
and the report type given, the Report Server identifies the correct file.

The Report Server uses a Resource Directory to pick up the correct .xml data file
for the report. It then applies the correct .xsl template to generate the desired report
(in .csv, .html, or .xml format) in the locale of the client.
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Internet Usage Manager Server

The Internet Usage Manager Server exports data that is periodically collected by
IUM, using the Storage Area Manager http server.

The files exported correspond to three types of capacity data collected from the
SAN: volume capacity, directory capacity, and user account consumption. These
files contain a listing of each change in value throughout the day of monitoring,
and then at the end of the day list all items and their currently known values.
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Viewing capacity information

Storage Builder information is accessed through Capacity view panels. This
section covers key terminology used by Storage Builder and procedures for
accessing Capacity view panels for the storage domain, storage network, hosts,
directories, users, volumes, volume groups, storage devices, and organizations.

Storage device versus host capacity views

Host View
(Logical Volume)

Used Space // A
4

Free Space

Storage Device View (Physical Volume)

| Unconfigured

Space

Visible to Hosts NOT Visible
to Hosts

Host view

Used space on Hosts is the amount of the total space in the file system that is
consumed by files. You see used space when you select a host and view its
capacity.

Free space on a host is the space that remains in a host's file systems for storing
files. File systems are created on physical space, but their capacity does not equal
the size of the assigned physical space. Some physical space is consumed by
system overhead. Also, the free capacity that you see when you select a host may
include file systems that reside on devices not discovered by Storage Area
Manager.
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Storage device view

Visible to Hosts denotes space that is formatted and has a physical path to one or
more Storage Area Manager hosts. The ability to "see" the space does not mean
that the host has access to it. A host may not be able to use the space because
Storage Allocater or other logical management tool has assigned the space to
another host.

Not Visible to Hosts is space that is formatted, but not reported by a Storage Area
Manager host. We will only see this in the XP device because XP is the only
device that Storage Area Manager discovers, both in-band and out-of band.

Unconfigured space on a storage device is raw, unformatted disk space. The term
applies specifically to disk arrays, before the space is allocated to LUNs. When
you select a disk array in the device map or resource tree and view its capacity,
you will see the amount of unconfigured space left on the device.

About NAS devices

Storage Builder discovers space on a NAS device through host data collection, but
the space is reported with the NAS device. The illustration above shows NAS
device space mounted as drive R: on two hosts.

Note

NAS device space must be mounted on a UNIX host to be discovered by
Storage Builder.
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Accessing Storage Builder information
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Storage Builder information is accessed through Capacity view panels. The
availability of these view panels is dependent on the node selected in the tree and
Storage Builder support for the device. If Storage Builder is not installed, Capacity

view panels are not present.

11 -17



HP OpenView Storage Area Manager Fundamentals

Viewing capacity over the domain
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For the most comprehensive view of storage capacity, select the storage domain
and then click the Capacity tab. The results show the total used and free space on
all hosts and NAS devices in the domain, and the total visible, not visible, and
unconfigured space on all storage devices in the domain.

View domain-level reports and capacity graphs by clicking the corresponding
Report or Graph buttons.
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Viewing storage network capacity
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To view the storage capacity of a storage network, expand the Storage Networks
node and then select a specific storage network, such as SAN-2. Next, click the
Capacity tab. The results show the total used and free space on all hosts in the
selected network, and the total visible, not visible, and unconfigured space on all
storage devices in the network.
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Viewing capacity for all hosts
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Storage Builder allows you to view the capacity of every host in the domain, or

only the capacity of a selected host.

To view the used, free, and total space on every host in the domain, select Hosts in

the tree and then click the Capacity tab.

Use this procedure to assess file space on a host to determine, for example, if space
is available for new or growing directories and files. The results show the total size
of all volumes and file systems on the host, as well as the total used and free space

in those file systems.
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As shown in the example, the Hosts Capacity view panel displays the following
information:

System Name — Name of host

Total Size of Volumes — Total size of volumes, including file systems and
logical volume space

Total File System size — Total size of file system space configured on the
host

File System space used — Total size of file system space currently occupied
by files and directories

File System space free — Total size of file system space that is free, or not
currently occupied by files and directories

Space accessed — Total file system size that has been accessed by the host
in the last 24 hours (relative to the last file collection time)

Files accessed — Number of files that have been accessed by the host in the
last 24 hours (relative to the last file collection time)

The information in this view panel is collected by both the Volume and File data
gatherers. The Volume data gatherer collects the Total Volume Space, Total File
System Space, File System Used Space and File System Free Space. The File data
gatherer collects the total Space Accessed and number of Files Accessed.
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To view the used, free, and total space on a selected host, select a specific host,
and then click the Capacity tab.

The results show summary information including total, used and free space, as
well as current space utilization.

The view panel also includes access to several host-level capacity reports:

m  Largest Files

m  Largest Directories

n Stale Files
n Junk Files

m  File Directory Listing

s  Backup
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To view the space used by managed directories, expand a host node in the tree
then select Directories. Next, click the Capacity view panel. Directory space is the
sum of the sizes of all files in the directory, excluding subdirectories.

The result displays a list of the managed directories on the selected host or NAS
device, and the size of each directory. Selecting a directory from the list displays
additional information, including the percentage of volume space used by the
selected directory.

Notes

Before you can view managed directory capacity, file data must be collected
and the directories must be managed. To view the capacity of unmanaged

directories, view a detailed file report.
Directories do not display in this view panel until they are added as a managed
directory by the administrator.
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Use this procedure to view the disk space that is visible to a selected host. The
result is a list of all the disks/LUNSs that a selected host has a physical path to and,
for each, the size, storage device, device file name, hardware path, HBA, and LUN
ID.

Note

Disks that are visible to a host are not necessarily usable by the host. They may
be exclusively assigned to another host, using Storage Allocater or other LUN
management tool.

The information available from this view panel is updated whenever a host sees a
new LUN appear on the device, an old LUN disappears off of the device, or when
an existing LUN on the device changes. By default, hosts check for these changes
every 15 minutes.
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To access the file space that specific users are consuming on selected hosts and
NAS devices, select the Users node under a specific host, then click the Capacity

tab.

The result is a list of users and their total file space on the selected host or NAS
device. Domain and NIS users are listed by the domain name and user account.
Local users are listed by the machine name and user account.

Users are log-in accounts and can include Windows user groups, such as
Administrators, as well as the individual users, such as Administrator.

The data displayed is collected by the User and File data gatherers.

Double-click a user name to view specific volume usage.
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To access the volume space on a selected host or NAS device, select the Volume
Groups sub-folder.

Note

A Volume group is simply a pool of LUNSs that have been created using
Logical Volume Manager, Veritas Volume Manager, Logical Storage
Manager.

Use this procedure to determine if space is available for new files and directories
in existing volumes. The result is a list of all volumes on the selected host or NAS
device and, for each volume with a file system, the total used and free space.

Volumes without file systems are identified by their paths. Select a volume from
the list to display additional capacity information about the volume, including
volume reports, the space used by managed directories and users, and the space
used on storage devices.

The information displayed on this view panel is collected by the Volume Manager
data gatherer.
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Storage Builder supports the following volume manager software:
m  HPUX and AIX: Logical Volume Manager (LVM)

] Solaris, HPUX, Windows 2000: Veritas Volume Manager

m  Tru64: Logical Storage Manager

-

Important

Please refer to the HP OpenView Storage Area Manager 3.1 Supported
Components and Configurations Guide for specific volume manager versions
supported by Storage Area Manager.
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To view a graphical representation of how a volume group is configured, select a
specific volume group and then click the Map tab.

Below the map, a corresponding table lists each volume (logical volume/file
system) configured in the selected volume group. For each logical volume/file
system, it lists the name, the percent of the logical volume/file system residing on
the listed LUN, storage device name the LUN is configured on, LUN ID, and
amount of LUN space used for the selected logical volume/file system.

As a logical volume/file system may span more than one LUN, this view panel
shows which LUN(s) each of the logical volume/file systems physically reside on.
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Click the Properties tab to display general capacity data for the Volume Group,
including LUN, volume, and file system summary information.

This view panel lists the Volume Manager software used to create the selected
volume group.
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To view detailed information about the LUNs in a volume group, select a specific
volume group and then click the Luns tab.

The result is a list of all the LUNSs that have been added to the selected volume
group, including each LUN's storage device, size, device file name, HBA, and
hardware path on the selected host.

Note
Storage Builder displays volume group information only for hosts that use

supported volume managers.
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To trace logical volumes to LUNs, and vice versa, in a volume group, select a
specific volume group and then click the Volumes<-->Luns tab.

The result is a list of the LUN-volume pairings that make up a volume group.
Volumes that are on more than one LUN display more than once in the list, each
instance showing how much of the volume is on the corresponding LUN.
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You can view storage device capacity alongside other storage devices in the
domain, as shown in the example, or only for a specific device.

To assess the space on storage devices, select the storage devices node, or select a
specific storage device and then click the Capacity tab.

Use this procedure to determine, for example, if space is available to create LUNs
or physical volumes. The results show how much space is visible to hosts, not
visible to hosts, unconfigured, and attributed to overhead (for example, space used
by RAID parity or hot spares).

Note
To view past or future trends of the displayed capacity data, click the
corresponding Graph button.

-

Important

Storage Devices need a Core DPI class to be supported by Storage Builder.
Refer to the Architecture and Integrating New Devices module for more
information on DPIs.
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Resources | Applications | [ [ [ 7.216B
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Storage Bvents Event Filter INone vi [+ ﬂ% % 2 % @ q @ Tuotal Events: 19 Displayed Events: 19
1] | i
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To identify the volumes that are using space on a selected storage device, select a
specific storage device and then click the Volumes tab. The result is a list of
volumes with the LUNs and LUN space that the volumes use on the storage
device.

-

Important

Storage Builder displays volume information for storage devices only if the
volumes reside on hosts that use supported volume managers, or if the volumes
reside on an HP-UX host and map to a single LUN.
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Viewing NAS capacity

#E1HP NetStorage 6000 (1) - hp OpenYiew storage area manager
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»
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Discovery Off EEE

You can view NAS device capacity with other NAS devices in the domain, or on
individually selected NAS devices.

To identify access space on NAS devices, select the NAS Devices node, or select a
specific NAS device and click the Capacity tab.

Use this procedure to determine, for example, if space is available for new or
growing directories and files. The results show the total size of all volumes and file
systems on the device and the total used and free space in those file systems. It
also provides easy access to capacity-related reports and graphs for each NAS

device.
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Viewing organization capacity

Different device type views are available:

@\ Organizations - hp Open¥iew storage area man|

File Wiew Tools Help
GO AGHNIE PSEIR

-4 DEFAULT_DOMAIN = Org

Host, Storage Device, or NAS Device
Capacity Utilization

[ Starage Netwarks
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_(:j Storage Devices % 2'
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< =5 Cpentiew ... 0 Eytes 0 Bytes 0 Bytes [1]
: =] S, Wiond Outeo T 0 Eyles 0 Eyles 0 Eytes i
= Managed Applisations 5| ACME Corp... 54838 5483 GB 132 GB 7163 GB 2
: Ecomdatriet 1293506 127.34 GB 2012 GB 10427 GB 2
% IT Cperations 436 G3QGE 443 97 GB 26398 GB 179584 GB 4
Glabe hiedis 276 34466 97334 GB 25.54 GB 24395 GB 3

If no hosts are in the
Organization, all fields will show

uou
Resources I Applicationsl
r S,
| L =2 el v - Tkl Covmrbes TAM Fimrd avend Cormrdes TAC
= | Discavery Off |tz

To view space on the resources that belong to organizations, select the
Organization node and click the Capacity tab. The Organizations Capacity view
panel provides three resource views to choose from:

s Host Capacity Utilization — Total, used, and free space on all the host
members of the organization

m  Storage Device Capacity Utilization — Total, visible to hosts, not visible to
hosts, and overhead space on all the storage device members of the
organization

= NAS Device Capacity Utilization — Total, used, and free space on all the
NAS device members of the organization
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Storage Builder home page
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{2 Storage Builder - hp OpenYiew storage area manager =1of x|

File “iew Tools Help
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=4 Applications e
Storage Accountant
— Home | capacity|
bl Manager
1-T1~ Storage Optimizer Storage Bu | Ider
Domain Summary J
Host Summarny J
Host LUN Summarny J
NAS Device Summary J
Storage Device Summany J
Volume Summary J
Volume Group Summary J
Organization Summary J
Managed Directory Summany J
User Summary J
Resources| applications |
rFS, 4
Storage Events Event Filter INone v[ @ % By 3 gn g P @ Total Events: 12854 Displayed Events: 1354
Acknowle.. ¥ | Severity Occurred Source Categary Event Type hessage
ﬂ% _\,Warning Movernber 13,2002 7:56:05A.. | & entapp... |[Device STATUS_CHANGED_E... entappDel.cca.cpqmﬂ
) Critical Movember 13, 2002 12:07.27 ... |Link betwee... |Device LIMK_STATUS _DOWM  |Link between heetr—!
1] Warning Movernber 13, 2002 1:47:57 P Qtiramisu Allacater RUID_EMNABLED_BUT... [Hosttiramisu has cj
4 | 2
@| | Discovery Off

To access the Storage Builder home page, select the Storage Builder node from the
Applications tree and then click the Home tab. The Storage Builder home page can
also be accessed from the Tools menu.

The Storage Builder home page contains links to capacity overviews for the
domain and all storage resources.
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Viewing directory capacity

Rev. 3.43

I’E\ Directories - hp Open¥iew storage area manager

File ¥iew Tools Help
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Ack Severity
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Add Diractaries. .. | X Rermave Selected |

A 3

Total Ewents: 374 Dizplayed Events: 374

]

Category Event Type

|Capacity |UNKNOWN_THRESH_.._F:]
3

Discovery Off

To view all managed directories for the entire domain, expand the Storage Builder
node and select Directories from the Applications tree.

From this view panel, add and remove directories and run queries based on the
largest or smallest values for used space.
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Viewing host and NAS capacity from the Applications tree

@ Hosts - hp Open¥iew storage area manager

File “iew Tools Help
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@ MNAS Devices - hp OpenYiew storage area manager
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To view all the SAN hosts configured in the domain, along with the organization
(if any), expand the Storage Builder node in the Applications tree and select Hosts.

To view all the NAS configured in the domain, along with the Organization (if
any), expand the Storage Builder node in the Applications tree and select NAS

Devices.

Both view panels display total, used, and free space, the amount of space and
number of files accessed in the last 24 hours, and a utilization percentage.
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Viewing storage device capacity from the Applications tree

I@\ Storage Devices - hp OpenYiew storage area manager . . - IEllzl
File View Tools Help Fllter ||St by
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Acknowdle.. T  Severity Occurred Source Category Event Type Message
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To view all supported storage devices within the domain, expand the Storage
Builder node in the Applications tree and select Storage Devices. The view panel
displays total, visible, not visible, unconfigured, and overhead space, as well as
percent utilization.
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Viewing user capacity from the Applications tree

1ol
File ¥iew Tools Help
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To view all user accounts in the domain and their corresponding used space,
expand the Storage Builder node in the Applications tree and select Users.

From this view panel, view Top N largest versus smallest values. Double-click any
user account in the view panel to view property and volume usage information.
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Viewing volume group capacity from the Applications tree

r‘i:g\ ¥olume Groups - hp OpenYiew storage area manager
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To view a list of all volume groups configured within the domain, expand the
Storage Builder node in the Applications tree and select Volume Groups.

Note

Only supported OS volume groups are listed (LVM and Veritas).

To run queries, select desired parameters in Available Metrics, Return, and View
drop-down boxes and click the Run Query button.
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Capacity graphs and reports

Storage builder provides access to a variety of capacity-related graphs and reports,

including:

m  Historical graphs — Line graphs that show historical data and trending

predictions

= Snapshot comparisons — Pie charts that show part(s) of a whole, given the

current data

m  Canned reports — Domain and Host level Reports

Launching graphs and charts

!@3 Storage Devices - hp Open¥iew storage area manager

11 -42
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Discovery Off

To view a historical graph or comparison pie chart, press the CTRL key to select
which objects to display on the graph. Then, click the icon above the desired

metric.

If no objects are selected, the first five objects will be graphed.
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Viewing historical graphs
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Capacity graphs show past and future trends for a capacity characteristic. Which
characteristic is shown depends on which graph button you click in the Capacity
view panel. The characteristic is identified on the tab of the Graph view panel.
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Historical graph toolbar
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Click the icons on the Historical Graph toolbar to:

m  Export data content of the graph.

m  Print the graph.

m  Modify time period, trending options, and appearance of the graph.

m  Zoom in on a portion of the graph.

m  Scale data to y units of 0 to 100.

m  View this Help topic.
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Historical graph window

ﬁ;\ Total system Device Yolume Capacity - hp Open¥iew storage area manang - |EI|5|
{Total Systern Device Yolume Capaciw§|
ME al 9 G autoscae [ x
Host Capacity Graph
2235 GB
16.76 GB r 1
11.18 GB pietbebletibobebloboboleele btttk e i - s
-
5.9 GH ﬁ
0 Bytes
1107102 00:00 11111102 00:00 11011 5/02 00:00
I Metric Mame Line Style Resource Mame Fesaource Type Srale Multiplier
IEIuiIderSize P p——— machoke.rose. hp.com|Host
IEIuiIderSize ——a— salinas.rose.hpcom  (Host
IEIuiIderSize — dugtriorose hp.com  |Host
IEIuiIderSize p——t——t— pudding.rose.hp.com (Host
IEIuiIderSize ——— heethoven.rase.hp.c... |Host
= |

The graph shows summarized and unsummarized capacity measurements as a
series of connected data points. Click any data point to see the date and time that
the data was collected or summarized.

The graph's y axis (capacity) automatically scales to the maximum size (GB) of
the data. To compare graphs with dissimilar y units, check the Autoscale option.
The y axis changes to a scale of 0 to 100 and the data is converted accordingly.
The x axis (time) scales to the selected time period. The default period is from the
current date to one month in the past. Use the Zoom tool to expand selected time
units and to separate densely packed data points.

Rev. 3.43 11 -45



HP OpenView Storage Area Manager Fundamentals

Modifying historical graph properties
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To change the way capacity graphs display data, click the Edit Chart Properties
button on the graph toolbar. Change the time period, enable or disable trending,
and turn the grid lines on or off. Selections take effect immediately in the open
graph and in other graphs for like devices until you exit Storage Area Manager.

In the Modify Chart Properties window, change the time period by selecting
Relative or Absolute and selecting the associated options.

Note

The archive schedule determines whether or not data is available for the time
period you select. For example, if you choose to display 1 year of data, but you
keep summary data for only 6 months, then the first half of the graph will be
empty.
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Enabling historical graph trending
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Click the Show Trend Data check box to toggle trend data on or off. A check in

this box activates other options in the trending section. The display of trend data is
disabled by default.

Select an analysis model. Depending on which model you select, additional
options appear in the Analysis Model Parameters section. The default model—
Best Fit—Ilets Storage Builder choose the unsmoothed model (polynomial,
exponential, or logarithmic) that most closely matches the data displayed.

Select analysis model parameters, as required.

Select the projection period—hour, day, week, and so forth—and then select the
number of periods into the future that you want to predict the capacity data. In
general, the projection period should be half as long as the period that is specified
for data display. The default projection period is one week.

Note

To increase the period of collected data and consequently the reliability of the
projection, select a longer time period in the Select Time Period for Data
Display section.
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To specify a level of confidence for the predicted values, select the Show Range
check box and then the Confidence %. Greater degrees of confidence allow greater
ranges of possible values. The confidence range is indicated by vertical bars
crossing the trend line. The default is 95%.

To toggle grid lines on or off, select the Show X-Axis Grid Lines and Show Y-Axis
Grid Lines check boxes.

Click OK to save the displayed options and close the window.
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Analysis models

&1 view /Modify Chart Properties |
—Select Time Period for Data Display -Trending
& Relative v Show Trend Data
Time Period: 1 =] [montnis) < Analysis Model [Best Fit
—Anakysis Mod
& Ahsolute MiEiE Linear
BiariDate: [omnsizon2 & Starddime: [1200 =] Palmnomial
End Date; [pegizonz . =] Endiime: 1200 F Logarithrmic
Exponential
hlowing Average
Projection |1_Single Expaonential Emoothing
Douhle Expanential Srmaathin -
- Customize Chart Presentation e e : 2
v Showe ¥-fxis Grid Lines v Show Y-&xis Grid Lines v Show Range Confidence % IQS vl
~Edit Chart Title and Description
Title:
|HostCapacih.r Graph
Diescription:
|Capacit5t over selected hostis)
Ok | Cancel I Help

Analysis models improve the projection of future capacity by taking into account
the general characteristics of collected data and the relative weight of specific
characteristics. You can choose any of the following analysis models:

Note

All models require at least three points of collected data. In addition, the
smoothing models require sequential and equally spaced data points.

m  Linear — The linear model draws the best line through the collected data,
that is, the line with the smallest differences between actual and depicted data
points. Choose this model if the selected metric tends to rise or fall in a
straight line.

s Polynomial — The polynomial model draws the best curve through the

collected data, that is, the line with the smallest differences between actual
and depicted points. Choose this model if the selected metric tends to rise and
fall, as shown here (or the opposite, fall and rise). You select the polynomial
order. The higher the order, the more turns (rises and falls) the line accepts
and, therefore, the better potential fit. However, very high orders combined

with some metrics may generate numbers that are too large for the computer
to represent.
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s Logarithmic — The logarithmic model draws the best attenuated curve
through the collected data. Choose this model if the selected metric tends to
rise or fall toward a known limit.

m  Exponential — The exponential model draws the best infinitely increasing
or decreasing curve through the collected data. Choose this model if the
selected metric tends to rise or fall precipitously.

m  Best fit — This selection allows Storage Builder to determine which of the
above models (third-order polynomial, logarithmic, or exponential) best
matches the collected data.

m  Moving average — The moving average model is the most common
smoothing technique. It calculates the next value by calculating the average
of the last user-defined N observations. Because this is an average, all
previous N observations are equally weighted at 1/N. Generally, the larger N
is, the smoother the results are.

= Single exponential smoothing — This model applies greater weight to more
recent data, also called baseline sensitivity. The older the observation, the
less weight it has on the future value. Choose this model if you believe that
more recent data is a better predictor of future capacity.

s Double exponential smoothing — The double exponential smoothing model
gives greater weight to more recent data and to up and down tendencies in the
data. Choose this model if you think that recent data is a better predictor and
that up and down tendencies are important variables to an accurate
prediction. You specify the baseline sensitivity (how fast the weight increases
from older to newer data) and the trend sensitivity (how much weight to give
up and down tendencies). Specify a weight between 0 and 1, where 0
eliminates the weight given to the variable, and 1 gives maximum emphasis
to the variable.

m  Triple exponential smoothing — The triple exponential smoothing (Holt-
Winters) model provides baseline sensitivity, trend sensitivity, and
seasonality sensitivity. Seasonality sensitivity gives greater weight to periodic
variations in data. Choose this model if these variables are important to an
accurate prediction. You choose the length of the season (a day or a week). In
the example here, the season spans four data points.
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Specifying the margin of error and confidence interval

.ﬁiﬂ Yiew /Modify Chart Properties

~Select Time Period for Data Display
%' Relative

Time Period: |1 7| [Monthis) =]

~Trending

v Shaw Trend Data

Anﬁ\;sis Model

Analysis Model Parameter
" Ahsolute

ane
Start Date: |0S052002 v| Start Tirae: |11:00 vI
End Date:  J0BOS2002 v| Erd Tirme: |11:00 vl

~Customize Chart Presentation v Show Margin Of Errar - Confidence Interal IQE 'l

Praojection |1 ;l |Week(s) LI

v Show ¥-Axis Grid Lines v Show Y-fxis Grid Lines

~Edit Chart Title and Description
Title:

|Sturage Device Capacity Graph
Description:

|Capacit\,r over selected storage device(s)

0K | Cancell Help |

When enabling trending for a capacity graph, also select the project period and the
level of confidence.

To show the margin of error as vertical bars alongside the trend line, select the

Show Margin of Error checkbox and adjust the Confidence Interval. Higher levels
of confidence increase the range of accepted values.
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Trending examples

ﬁ:;\ Total size of volumes on system device - hp DpenV¥iew storage area man = EI|5|
Total size ofvolumes on system device |
D& a7 W runsael X Tending Enabled with
_ 0, .
Host Capaciy Graph a 95% confidence

55.88 GB

37.25GB 1, i/ 1

18,63 GB 3 r I’

0 Bytes
140302 00:00  11/07402 00:00  11/11/02 00:00  11AAMN2 0000 1171003 NNNn
Anaylsis Model: Best Fit witl @Tntal size of volumes on system device - hp Dpen¥iew storage area man _|E||5|

Total size ofvolumes on system device |
I Metric Mame | Line Style | Trend Line | Trend Rang

BuilderSize — - - 31t13 & al? SLE sutoscae ®
=2 Host Capacity Graph
55.88 GB
37.25 GB 1+
+ ¥ :
.
[
. 18,63 6B o &
Trending Enabled
with a 0 e
11/03/02 00:00  11/OF/0Z 00:00 1141020000 114502 00:00  11/19/02 00:00
° .
25 A) confldence Anayisis Model: Best Fit with 25% confidence

| metric Name |

Line Style | Trend Line | Trend Range |Resource Na..| Resourcs Type| Scale multiplier
heethoven ros... | Host

The capacity graph examples above demonstrate the effects of enabling trending
and adjusting the levels of confidence. Note that in the top graph the confidence
level has been set at 95%. As a result, the margin of error (displayed as vertical
bars) is greater than when the confidence level is set to 25%.

11 - 52 Rev. 3.43



Storage Builder

Viewing snapshot comparison charts
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!@3 Storage Devices - hp DpenYiew storage area manager

File Wiew Tooks Help

=10l x|

SRR - p= 1 I P Y

S| DEFAULT_DOAAIN
[ Storage Netwarks

[[E) Hosts

| = Interconnect Devices

(=) Unknown Devices
&5 Organizations
Managed Applications

A5 2|

= Storage Devices =

Lis{l Mode Manager  Capacity I Performancal Accourﬂingl LUN Allocaﬁonl

Showy Organization: Select .. |

21 Total Capacity - hp Open¥iew storage area manager

i) 8] 8] =8 |8
Storag... 4 | Organi... Total Si... Wisible ... Mot is... Uncont... Ovethe... % Wisi...
B Emc ... 1.08TE| 1453532 GE| 93453 GB 362 GB 0 Bytes 13 %
ElEN 457 76 GB| 23733 GE OBytes| 22045 GB 0 Bytes 52 %
&E HP St 1,015.54 GB 19 GE 0Bytes| 989.35GB 719GB 2%
EIHPst.. 10.72TE 446 GE 904 GE 9E65TB| 7E7.25GB 4%
E HPst... 47382 GB 40 GE 200 GB|  165.82 GB 63 GB 8%
=10l x|

Reso
rFs. 4

Stora

T=
[}
2
3

<F

Total Capacity

Total Capacity

[CJeme Symmetrix Model 8430 (1.08 T6)

[ [ Storagetorks Disk &rray (HSGE0 controller) (457 .78 GB)
DHP StorageWorks Enterprize Vitual Arvay 1 (1,015.54 GB)

[ Storageiviorks Enterprize Yirtual Array 2 (10.72 TE)

[IHP Storagewiorks EVA POC & (473 62 GE)

[ i Other (2.51 TB)

=]

A capacity pie chart shows the relative contributions of one or more resources to
the combined capacity of all such resources. Resources can be devices, managed
directories, volumes, organizations, or users—whatever is listed in the Capacity
view panel. If you do not select a resource, the chart shows the first five resources
in the list. Use pie charts to compare the capacity of like devices.

Hovering over a pie segment displays a ToolTip containing the size of the

segment.
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Canned reports

11-54

Capacity reports track the size of certain files and directories in the storage
domain. If file data is being collected, you can produce the following reports:

Note

To enhance Storage Builder usability, as well as to reduce the amount of stress
on the management server, this canned set of capacity reports are processed
whenever file collection runs. Reports are stored on the management server in
a compressed format.

m  Stale files have not been opened in a specified number of days. You can get a
list of the stale files on a selected host, NAS device, or volume or you can get
the total number and size of all stale files on all the hosts and NAS devices in
the domain.

m  Junk files can be identified by specific characters, such as .tmp, in their
names. You can get a list of the junk files on a selected host, NAS device, or
volume, or you can get the total number and size of all junk files on all the
hosts and NAS devices in the domain.

m  Largest files is a list of the largest files on a selected host, NAS device, or
volume. The list includes each file's location, owner, size, file mode, time
created, and last time opened or modified.

m  Largest directories lists the file contents of the largest directories on a
selected host, NAS device, or volume. Contents include each file's location,
owner, size, mode, time created, and last time opened or modified.

m  Files/directories detailed list is a list of all files and directories on a selected
host, NAS device, or volume. The report includes each file's size, owner, file
mode, time created, and last time opened or modified. This report is written
to a user-specified file and not displayed.

Administrator privileges are required to set the criteria that define stale files, junk
files, and the largest files and directories, as well as to choose the report format.
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Example report: Junk Files

-} storage Area Manager Report: Capacity - Microsoft Internet Explorer =1o1x]
J €=Eack -~ = - D b | Qh5earch  [ElFavorites L 4History | - S - ”J File Edit ‘Wiew Favorites Tools  Help |
JAddress I@ C\Documents and SettingsiSheliegiLocal Settings) Temp\capacity _repart55373. html j @GD
-
Junk Files: Windows 2000: USAM?2 :I

Report generated on Oct 23, 2002 12:11:06 PM, sorted descending on *Size (Bytes)'.

Total Size (Bytes): 34244839

. Last
Path Name Type Size Mode Chwner Status.Cha.nge Modification Last f\CEESS
(Bytes) Time , Time
Time
fq’;’;‘;fn?“;efsindjesmfs Mar 27,2001 [Mar 27,2001 [Feb 19, 2002
Srator/ Lot »E £ [3870784 (33133 [USAMD Administrators (3:44:58 PM [944:58 PM 14640 PM
ngsTemp/plt2-~tmp/Feader PST DST paT
fhcroRd32 exe
EA_"D"FPEE:“EM;ES”?S Mar 14,2001 [Mar 14,2001 [Feb 19, 2002
dministrator/Local Sett e 599491 133060 [USAMD: Administrators|2:07-52 PM (20752 PM 14641 PM
ingsTempipite—tnp/SV3G Fi PaT DaT paT
les/ 3V G View dll
EJD"FPEE?“EM;ES”;%S Mar 14, 2001 [Mar 14,2001 [Feb 19, 2002
ST F 1441792 33060 [TSAMR A dministrators |10:06:02 AN |10:06:02 AM 14640 PM
ingsTempipitz~tmpBeader
PST PST PST
/CoolType.dll
im°°w;e?tsindje§mfs Oct 16, 2002 [Oct 16, 2002 |Oct 16, 2002
d‘nms ?Or "Ch 153194 £ |1439860 33206 [TSAMZ Administrators |11:19:43 AWM [11:1943 AM  [11:19:43 AM
ingsf LEmpfjar_cache . PDT PDT PDT
tmp
C/Program Files/Hewlett- QOct 23, 2002 |Oct 23, 2002 |Oct 23, 2002
Packardisanmgrfhostagent!  |f 1336634 33206 [TSAMD-A dministrators [11:51:35 AWM [11:51:39 AM  [11:51:39 AM
dataffilestmp-0.cov DT DT DT El
|&] pone [ [ my computer y

A sample Junk File report is shown in the example above.

The Status Changed Time field refers to the time the file was last changed (not
necessarily modified) on a UNIX host, and the creation time on a Windows
system.The Mode field is the octal representation of all of the file type, its
attributes, and access control summary.
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Report settings
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Available Report
Formats:

csv, html or xml

42 Configuration

Limit the size of
report by
specifying
number of rows

£ Cortacts

-4 Discovery
& mddtional SAN Hosts
& Proxy Devices
3 SR Discovery Ranges
&3 Storage Domsin
% Timeauts

% Everts
@ Haourly Cleanup
& Titningy
& Triggers

= 4 Managed Applications Setug
4 COracle

[E- % Manage Host &gent
% Client
% Server

=% Largest N-Files
— & Managed Applications

Scheduling
=& Capacity Callection
& Capacity Summatization
—& Managed Application Caollection
I— % Performance Data Retention
— & Storage Accourtart Biling Cycle

=]

Il % Reports: oun ;" dle

Export As: [HTML =l

Sort By: [Size (Bytes)

ﬂlDescamding

Limit Records Per Yolume To: I1 oo

Junk File Fitter:

=

[

Rule

Operation | Pattern

1

|\nclusiva

[ttrnn

@ Cortacts

=} Discovery
€ Addtional SAN Hosts
€ Proxy Devices
%3 SNMP Discovery Ranges
£ Storage Domain
& Timeouts

-4 Everts

€ Hourly Cleanup
¥ Timing

@ Triggers

= % Maragsd Applications Setup
¢ oracke

=4 Manage Host Agent

& Client

& Server

[—% Performance Charts

|~ Performance Data Collsction
-4 Reports

< File-Details

€ Jurk File

€ Largest N-Directories
¢ Largest N-Files

& Managed Applications
& Stals Files

£} Scheduling
£ Capacity Collection
@ Capacity Summarization
@ Managed Application Collection

€ Pertormance Data Retertion
& Storage Accourtart Biling Cycle

=8| % Reports: Stale Files

|

Export As: [HTML | sotey: [size (EBytes)

" |[pescending

Limit Records Per Yolume To: fio0

Days since last acoess: 365

File Fitter:

=l

|

Rule |

Operation

Pattern

Jup || oo
= | estors ofauts

Add... | Edf Remove | [Remove Al

=]

Ok

| | cancel | | Ay

| helo |

To define any of the canned reports, from the Configuration window, expand the
Reports node and choose the specific report.Junk files are defined using rules.
Storage Builder first compares the file path with the pattern. Then, if they match,
Storage Builder will either include or exclude the file in the report, depending on
the Rule definition. If no rules are listed, the report will be empty. Default rules

include *tmp* and *temp®*. Only one rule is allowed per line. Other report

attributes include the report export format (.xml, .html or .csv), sorting options,

and report size.

A stale file is defined as “number of days since file was last accessed = n”, where n
is 365 days by default. Rules can be added to filter the report. By default, there are

no rules.
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Storage Builder configuration

Storage Builder configuration falls into several categories:

Scheduling capacity data collection
Scheduling capacity data summaries
Setting capacity thresholds
Configuring triggers

Defining reports

Using the Configuration window

Rev. 3.43

l@\ Configuration il

& Proxy Devices ;l Scheduling: Capacity Collection
& SHMP Discovery Ranges
& Storage Damain Showy Crganization: Select . | Start Collection... | | Set Scheduls... |
& Timeouts
= 4 Events Host Marme 7 Mext Yolume D... Mext File Data ... Mext User Dat... Mext Exchang... |
@ Hourly Cleatup CO4HO3 Oct 27, 2003 1:00 ... [Oct 27, 2003 12:0... [Oct 27, 2003 2:00 ... Mot Scheduled
ko] Tirming CO4HO4 Oct 27, 2003 1:00 ... [Oct 27, 2003 12:0... |[Oct 27, 2003 2:00 ... Mot Scheduled
O Triguers CO04HOS Qct 27, 2003 1:00 ... |Oct 27, 2003 12:0... |Oct 27, 2003 2:00 ... |Not Scheduled
- Managed Applications Setup COSHD Oct 27, 2003 1:00 ... Mot Scheduled Oct 27,2003 53:00 ... Mot Scheduled
E: & Orace CO05HO2 Ot 27, 2003 1:00 ... Mot Scheduled (Ot 27,2003 3:00 ... Mot Scheduled
—- & Manage Host Agent HYDRO-SUN Oct 27,2003 1:00 ... |Oct 27, 2003 12:0... |Oct 27, 2003 2:00 ... |Not Scheduled
& Client POC-A1 Oct 27, 2003 1:00 ... [Oct 27, 2003 12:0... |Oct 27, 2003 2:00 ... |Mat Scheduled
& Server POC-HPLX Oct 27, 2003 1:00 ... [Oct 27, 2003 12:0... [Oct 27, 2003 2:00 ... Mot Scheduled
— % Performance Charts POCSam1 Oct 27, 2003 1:00 ... [Oct 27, 2003 12:0... |[Oct 27, 2003 2:00 ... Mot Scheduled
— % Performance Data Collection REMMASES-1 Oct 27, 2003 1:00 ... [Oct 27, 2003 12:0... |[Oct 27, 2003 2:00 ... Mot Scheduled
H Reports REMMETO1 (ot 27, 2003 1:00 ... |Oct 27, 2003 12:0... |Oct 27, 2003 2:00 ... |Not Scheduled
— % File-Details REMSLINDT Oct 27, 2003 1:00 ... |Oct 27, 2003 12:0... |Oct 27, 2003 200 ... |Not Scheduled
% Junk File RERMAIND1 Oct 27,2003 1:00 ... |Oct 27, 2003 12:0... |Oct 27,2003 200 ... |Not Scheduled
4 Largest N-Directories RERMAINDZ Oct 27,2003 1:00 ... |Oct 27, 2003 12:0... |Oct 27, 2003 2:00 ... |Not Scheduled
—& Largest M-Files RERAIMOS Oct 27, 2003 1:00 ... [Oct 27, 2003 12:0... |Oct 27, 2003 2:00 ... |Mat Scheduled
—& Managed Applications
— Stale Files
T E e
] ction
- Capacity Summarization
= -
[— € Performance Data Retertion
— 9 Storage Accountant Biling Cicle
=H Thresholds & Alerts
ko] Capacity |l
@ Managed Applications I
2| | ok | cancel Anply Help

Access Storage Builder configuration view panels from the Configuration window.
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Context access to Storage Builder configuration

I’i}_‘l Hosts - hp Open¥iew storage area manager ;Iglﬁl

File Miew Toaols Help

GO NGNS ED S

B~ DEFALLT_DOMAIN 2 Hosts
¥ Storage Metwarks
LLFm ListI MNode Manager Capaciwl LUN Utilizationl Performancel Accountingl LUN Allocationl
= Interconnect Devices :
é’a Bridges Show Organization % All Qrganizations 'l
_é Storage Devices adules
_éNASDevices @ﬁ B @ﬁ B @ﬁ B @ﬁ B @ﬁ B — H
(=) Urknowen Devices LA Ora.. Total ... = : G B M
&5 Organizations . — Thresholds... !
Mahaged Applications 1 1 1
_‘I.—l_'l Totals
Resources | Applicati0n8| [ | | 2416 GB| 23.16GB| 7.54GB| 1532GB| 7.26GB| 7079833 %
rFs,
Storage Events Event Filter [Hane B I G N R, I Total Events: 92 Displayed Events: 92
Acknowle.. ¥ Severity Oceurred Source Category Event Type hessage
| @ Informational[Dctober 16, 2002 10:13:51 AM .. | |Performance [COLLECTION_START... [Data Collector e=
5 tedeine mdime el dale e d ™ AAAS A Cadean akd | ArAare Ireie - laTaTiim ~iiaktsre — lac- Aace A odo, =
4« T »
=] | | © piscovery on £

Additionally, access Storage Builder configuration view panels for Hosts and NAS
devices directly from the Capacity view panels.
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Scheduling capacity data collection

Storage Builder relies on Storage Area Manager Core Services to collect storage
device capacity information. This information (total device capacity, unconfigured
capacity, visible to hosts, not visible to hosts) is updated automatically as
discovery runs on a continuous basis.

Host capacity data collection is performed by the Storage Builder Host Agent
components. Set collection schedules for individual hosts and three types of data:

= Volume Data — Includes the used and free space in a volume’s file systems,
size of the volume, and association of logical volumes with LUNs and
volume groups on the selected host.

m  File Data — Includes the size and activity of files and directories on the
selected host. File data must be collected to manage directories, report files,
monitor user consumption, and determine the space needed for backups.

Notes

HP recommends scheduling file collection once a day, when the management
server is not in heavy use.

File data cannot be collected for NAS devices on Windows NT and Windows
2000 systems. NAS device capacity is reported only for volumes that are
mounted on UNIX hosts.

m  User Data — Identifies users on the selected host. If the host is a domain
controller or NIS server, all users are identified. Otherwise, only the local
users are identified. The capacity associated with user accounts is discovered
during file data collection.
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Host-centric data collection

11-60

& Configuration

& Cortacts
H—]_— (] Dizcovery
Additional AR Hosts
Proxy Devices
SMMP Discovery Ranges
Storage Dornain
Timeauts
-G Everts

(] Hourly Cleanup
(] Tirnirg
o] Triggers

E: £ Managed Applications Setup

DDLODOo

L @ Oracle
© Manage Host Agent
< Cliert
& Server
|— %> Performance Charts
— % Performance Data Collection
= % Reports
— % File-Details
— % Jurk File
=& Largest M-Directories
— & Largest N-Files
—& Managed Applications
'~ Stale Files

Capacity Sumtrarization

Scheduling: Capacity Collection

Show Organization: Select ... | Start Collection. .. Set Schedule... |
Host Mame / Mexd Yolume D... Mext File Data ... Mext User Dat... Mext Exchang. .. |
C04HO3 Cot 27,2003 1:00 ... |Oct 27, 2003 12:0... |Oct 27, 2003 2:00 ... |Not Scheduled
CO04H04 Cct 27,2003 1:00 ... |Oct 27, 2003 12:0... |Oct 27, 2003 2:00 ... |Not Scheduled
CO4HO3 Cct 27,2003 1:00 ... |Oct 27,2003 12:0... |Oct 27, 2003 2200 ... |Not Scheduled
COSHDM Cct 27, 2003 1:00 .. |Not Scheduled Oct 27, 2003 3:00 ... Mot Scheduled
COsHO2 ot 27, 2003 1:00 .. [Not Scheduled Oct 27, 2003 3 Mot Scheduled

POC-AlX Qct 27,2003 100 ... |Oct 27, 2003 12:0.., [Oct 27, 2003 2:00 ... [Not Scheduled
POC-HPLX Oct 27, 2003 1:00 .. |Oct 27, 2003 12:0... [Oct 27, 2003 2:00 ... [Not Scheduled
POCSam1 Oct 27,2003 1:00 .. |Oct 27, 2003120, [Oct 27, 2003 2200 ... [Not Scheduled
REMMASES-1 Ot 27,2003 1:00 .. |Oct 27, 2003 12:0... [Oct 27, 2003 2:00 ... [Not Scheduled
REMMETO1 Cct 27,2003 1:00 .. [Oct 27, 2003 12:0... [Oct 27, 2003 2:00 ... [Not Scheduled
REMSLIND Cct 27,2003 1:00 .. [Oct 27, 2003 12:0... [Oct 27, 2003 2:00 ... [Not Scheduled
REMMINDT Cct 27,2003 1:00 .. |Oct 27, 2003 12:0... [Oct 27, 2003 2:00 ... [Not Scheduled
REMMNDZ Oct 27, 2003 1:00 .. |Oct 27, 2005 12:0... [Oct 27, 2003 2:00 ... [Not Scheduled
REMANOS Oct 27,2003 1:00 .. |Oct 27, 2003120 |[Oct 27, 2003 2200 .. |Not Scheduled

=& Managed Application Collection
— % Performance Data Retention

'— & Storage Accourtant Biling Cycle ;I

=]

ok |

Cancel

Apply Help

Set collection schedules per host for volume, file, and user data.

The default settings include:

Volume data collection runs every 4 hours, beginning at 1:00 a.m.

File data collection is disabled.

User data collection runs every 4 hours beginning, at 2:00 a.m.
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Customizing host collection times

|
E@ Cortacts =2} % Scheduling: Capacity Collection
- G Discovery
< Additional SAN Hosts Showy Organization: Select .. | Start Collection... |I Set Schedule... I
@ Proxy Devices 1
@ ShMP Dizcovery Ranges Host Mame Mext Yolume D... Mezt File Data ... Mext User Dat... Mext Exchang... |
£ Storage Domain CO4HD3 Oct 27, 2003 1:00 ... [Oct 27, 2003 12:0... |Oct 27, 2003 2:00 ... (Mot Schefuled
& Timeouts C04HD4 Oct 27, 2003 1:00 ... |[Oct 27, 2003 12:0... |Oct 27, 2003 2:00 ... (Mot Schefuled
-4 Events CO4HDS Oct 27, 2003 1:00 ... |[Oct 27, 2003 12:0... |Oct 27, 2003 2:00 ... (Mot Schefuled
] Hourly Cleanup COSHOT oot 27, 2003 1:00 ... Mot Scheduled oot 27, 2003 300 ... Mot Schefuled
& Titning Oct 27, 2003 30
£ Trigoers
- G Managed Applications Setup
i: % oracle Il [ lvet 27 anin= At 97 AN AN |Gt 9700 20n
- % Manage Host Agert Edit Collection Schedules |
< Client
& Server

I File Data I Uzer Data I Exchange Report Data I

— % Performance Chiarts

— % Performance Data Collectiol
Y Reports ¥ Enble Data Collection
[~ File-Details

% Junk Fiie ) _ — Collection Hours
& Largest M-Directories

:g ;:f:;:ﬂ;ﬁcaﬁm Start at (HH: khi) |1 :ID v Repeat every |4 haours.,

£ Stale Files

~ Collection Days

pacity atiot
— % Managed Application C p Morciay |7 Tuesday p VWarnasday F TrTEREY F Friday
— % Performance Data Rete
_@ Storage SAccountant Bil I7 Saturday |7 Sunda\;
=2

Restore Defaultzs |

Ok I Cancel Help

To specify the collection times for host capacity data

1. Select Capacity Collection under Scheduling in the Configuration tree. The
Capacity Collection scheduling panel displays a list of hosts and the dates
and times of the next scheduled collections on each. Filter the list by
selecting an organization in the Show Organization box.

2. Select the host(s) whose schedule(s) you want to change. (To select multiple
hosts, use the Shift or Control key.)

Click the Set Schedule button at the top of the view panel.

4.  Click the tab of the collection schedule—for volume, file, or user data—that
you want to change.

5. To enable or disable collection of the selected data, click the Enable Data
Collection check box. A check mark indicates data will be collected as
specified by the other entries in the window.
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10.

Once collection is enabled, specify the hours of collection as follows.

e  Enter the hour (0 through 24) and the minute (0 through 59) of the first
collection of the day in the Start at boxes.

e  For periodic collections until the end of the day, check the Repeat check
box and, in the box at the right, enter the number of hours that will
elapse between each collection.

In the Collection Days section, select each day of the week that data will be
collected. The hours specified in Collection Hours will apply to each day you
select.

Note

Whenever you want to return the settings to the factory defaults, click the
Restore Defaults button.

To change another capacity collection schedule for the same host, click its tab
and repeat steps 5 through 7.

When you are satisfied with the volume, file, and user data schedules, click
OK in the Edit Collection Schedules window.

Click the Apply button in the Capacity Collection scheduling panel to
implement the schedule changes and continue scheduling collection for other
hosts. Click OK to apply your changes and close the Configuration window.
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Forcing SAN data host collection

#2) Configuration =
HJ_—Q Cortacts % Scheduling: Capacity Collection
- G Dizcovery
€ Addtional SAN Hosts Shawy Organization: Select . | Set Schedule.. |
o Procey Devices
@ SMMP Discovery Ranges Host Mame # Mext Wolutne D... Mext File Data ... Mext User Dat.... Mext Exchang... |
£» Storage Domain C04H03 Oct 27,2003 1:00 ... [Oct 27, 20053 12:0... |Oct 27, 2085 2:00 ... |Mot Scheduled
< Timeouts CO04HD4 Oct 27,2003 1:00 ... [Oct 27, 20053 12:0... |Oct 27, 2085 2:00 ... |Mot Scheduled
= ¥ Events C04H0S Oct 27,2003 1:00 ... [Oct 27, 20053 12:0... |Oct 27, 2085 2:00 ... |Mot Scheduled
o Hourly Cleanup C0SHDT Oct 27, 2003 1:00 ... Mot Scheduled Oct 27, 2083 3:00 .. Mot Scheduled
@ Timing Oct 27, 2003 1:00 ... Mot Scheduled Oct 27, 200 ... Mot Scheduled
o Triggers
- Managed Applications Setup Oct 27,2003 1:00 . 4
L2 oracle o aon e It 57 sanzaenn lree o7 snnraen loes o7 N0 sk Sopedyled
= € Marage Host Agent p‘E‘] Start Collection ll cheduled
& Client cheduled
& Server Selected Hosts: 1 cheduled
— % Performance Charts cheduled
— % Performance Data Collection Select Data To Collect: cheduled
= € Reports cheduled
— % FileDetsils [~ olume Dats [ File Data [ User Data [ Exchange Report Data cheduled
— % Junk File
= Largest N-Directories i .
— < Largest N-Files MOTE: Processing collected data may take some time.
— Managed Applications
— < Stale Files R I |
= & Scheduling Cancel HEHJ
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@ Capacity Summarization —
- Managed Application Collection
— 4 Performance Data Retertion
— % Storage Accountant Billing Cycle j
=] oK Cancel Apply Help

To initiate immediate collection of selected capacity data on the selected host(s),
click the Start Collection... button.

Data displays in Capacity view panels after it is collected and stored in the
database. Depending on the amount of data requested and other factors, this may
take awhile.

Note

If the host or Host Agent is unavailable, or if the capacity data collector is busy
when you attempt to start collection, a Storage Builder event alerts you that
data collection failed to start. Check the status of the Host Agent and the
Storage Builder data collectors on the specified host.
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Capacity summarization

For the sake of economy, Storage Builder routinely summarizes the data that has
been collected over several days and then discards the original data. Summaries
contain the weighted average, minimum and maximum values, and standard
deviation for each measurement that Storage Builder collects. These values enable
Storage Builder to display capacity history, predict future capacity, and conserve
space in the database.

Setting capacity summarization

11-64

2 Configuration x|

E % Cortacts 4% Scheduling: Capacity Summarization
- € Discovery
G Additional SAM Hosts Data ement ization

¢ Proxy Devices I
Accept measurements for summary after [21 days
%» ShMP Discovery Ranges

< Storage Domain Summarize collected measuraments every I? days.
£ Timeouts
B~ 4 Events Keep summary measurements for ISBS days.
4] Hourly Cleanup
4] Tirnirg
4] Trigoers
i: @ Managed Spplications Setup

£ Oracle
& Manacge Host Agent
< Cliert
& Server
— 4> Performance Charts
— 4 Performance Data Collection
=43 Reports
[— 4> File-Details
= Junk File
- Largest M-Directories
- Largest M-Files
- Managed Applications
4> Stale Files
B4 Scheduling

[— % Performance Data Retention R — |
'— % Storage Accountant Biling Cycle ;I

=] ok | Cancel Apply Help

To set the schedule for summarizing collected capacity data and for deleting aged
summaries, select Capacity Summarization under Scheduling in the Configuration
tree.

To change the minimum number of days that data is kept before it can be
summarized, enter a value for Accept measurements for summary after ___ days.
Higher values increase the time that unsummarized data is displayed in capacity
graphs. The default is 7 days. Collected data is deleted after it is summarized.

To change the number of days of collected data that summaries include, enter a
value for Summarize collected measurements every  days. Higher values
increase the interval between summaries in capacity graphs. The default is 7 days.

Note

Higher summary intervals also affect the period for which unsummarized data
is displayed in capacity graphs. For example, if data must be kept 7 days
before it can be summarized and summaries occur every 5 days, some data will
be 12 days old before it is summarized.
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To increase or decrease the number of days that capacity summaries will be kept,
enter a value for Keep summary measurements for ___ days. Historical data is
displayed in capacity graphs for as long as summaries exist. The default is 365
days.

Note

Whenever you want to return settings to the factory settings, click the Restore
Defaults button.

Click the Apply button to implement changes and continue making changes, or
click OK to apply changes and close the Configuration window.
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Capacity thresholds

A Capacity Threshold is a user-defined limit on used space that, when exceeded,
may need administrative attention.

Limits can be minimums or maximums, and are expressed as percentages (%) or
absolute quantities (KB or MB).

Capacity thresholds can be set on:

m  Individual resources: a host, volume, volume group, managed directory,
and/or user.

m  Resources that are global for the entire domain.

m  Resources that are part of a specific organization.
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Domain thresholds
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!@ Configuration ll
E @ Proxy Devices ;I

hresholds & Alerts: Capacity
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& Client
£ Server

— % Performance Charts
— % Performance Data Collection
-4 Reports
- % File-Details
= Junk File
& Largest M-Directories
— % Largest N-Files
& Managed Applications
'— < Stale Files
E- 4 Scheduling
& Capacity Collection
% Capacity Summarization
& Managed Application Collection
— % Performance Data Retention
'— & Storage Accourtant Billing Cycle
€ Threshalds & Alerts

= Restore Defautts T Mew... | Eclit... | Delete |
Managed Applications I

=] | ok | cancel | ey | pen |
Default thresholds can be
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default settings

Dornzin | Organization I Resource I

Resource Type: I. Al Resources LI “iewing 4 of 4

To set global consumption alerts on all hosts, NAS devices, volumes, volume
groups, managed directories, or users, select Capacity under Thresholds & Alerts.
The procedure displays a list of the current domain-level thresholds and a window
for editing a selected threshold or adding a new one. The new settings take effect
at the next collection of capacity data.

Note

At least one cycle of volume or file data collection must occur before you can
set thresholds on volumes, volume groups, managed directories, or users.

When editing or creating a new threshold, note the following:
m  Names cannot use more than 64 characters or be duplicates.

m  In the Limit box, enter or change the minimum or maximum amount of used
space that will cause a threshold event. (Direction, the next labeled box in the
window, determines whether the limit is a minimum or maximum.) For user
and directory limits, select the unit of measure in the adjacent box. All other
limits are percentages (space used over total space). The default limit is 95%.
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m  Select Increasing in the Direction box to cause a threshold event when used
space exceeds the limit value, or select Decreasing to cause a threshold event
when used space falls below the limit value. The default direction is
Increasing.

m  Select the severity level of the threshold event in the Severity drop-down box.
The default level is Informational.

m  To set or edit a threshold on future consumption, click the Trending tab.
Next, click Enable Threshold Trending to toggle the threshold for future
capacity on and off. A check in this box activates the other text boxes in this
tab.

e Ifthreshold trending is enabled, select the Projection period, the number
of months (1 to 12) into the future that Storage Builder will check for
threshold violations. An event will occur if predicted consumption
passes the threshold limit any time in the projection period.

e Ifthreshold trending is enabled, select the needed confidence that a
threshold violation will be detected. Drag the slider toward More Alerts
to increase the confidence up to 95% and toward Fewer Alerts to
decrease the confidence down to 5%. Greater confidence allows greater
ranges of possible values and therefore increases the likelihood of
threshold events. For example, if 95% confidence tests all predicted
values within 100 bytes of the threshold limit, then 5% confidence
would test predicted values within only 10 bytes of the threshold limit.
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Adding domain thresholds
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@\ Configuration ll
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Ll

To create a new domain threshold, from the Thresholds & Alerts: Capacity view
panel, click the New button and then select the desired resource type from the
short-cut menu.

Domain thresholds can be set hosts, NAS devices, volumes, volume groups, users,
and directories.
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Threshold properties & trending

#EEdit Host Utilization Threshold x|

rending|

MName: |Host Utilization

Limnit: |80 |% 'l Direction:llncreasing 'I
Severity: |Q Infarmational LI

2 Edit Host Utilization Threshold x|
Propenies
Restore Defaults | . .
[+ Enable Threshold Trending
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Frojection: |1 'l manthis
Confidence In Detection: & %
il
Fewer Alerts |H"'|""|""|""| More Alerts
1} 25 a0 75 100
Restore Defaultsl QK I Cancel | Help |

If threshold trending is enabled, you can select the Projection period, the number
of months (1 to 12) into the future that Storage Builder will check for threshold
violations. An event will occur if predicted consumption passes the threshold limit
any time in the projection period.

Additionally, you can select the needed confidence that a threshold violation will
be detected. Drag the slider toward More Alerts to increase the confidence, up to
95%, and toward Fewer Alerts to decrease the confidence, down to 5%. Greater
confidence allows greater ranges of possible values, and therefore, increases the
likelihood of threshold events.

For example, if 95% confidence tests all predicted values within 100 bytes of the
threshold limit, then 5% confidence would test predicted values within only 10
bytes of the threshold limit.
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Resource and organization thresholds
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Capacity thresholds can also be set for a specific resource or a resource within an
organization. The user must add resource and organization thresholds. There are
no default resource and organization thresholds provided.
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Adding resource and organization thresholds
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Resource and organization thresholds can only be added from the Resources tree.

To add a resource or organization threshold, select a node, click the Configure
button from the Capacity view panel, and then select Thresholds from the shortcut
menu.

Note

Once resource and organization thresholds are added, they may be edited or
deleted within the Configuration Window
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Capacity and event triggers
Two things will cause capacity-related events to be stored in the Event view panel:
m  Capacity thresholds
m  Triggers

By default, capacity-related events are sent to the Event view panel when a
capacity threshold is met. Create triggers to perform other actions when a capacity
threshold is met, such as:

n Email the SAN administrator on-call
n Run a command

m  Forward a trap
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Setting capacity event triggers

1-74
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As with all Storage Area Manager applications, create capacity-related triggers
from the Configuration window.

Default triggers are set to send all capacity-related informational events to the
Event view panel. Default triggers cannot be modified or deleted, but they may be
disabled.
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Learning check
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Storage Builder supports up to 1000 hosts.
O  True
O False

Match the Storage Builder component with its description.

a.  Capacity Harvester =~ ......... Collects information on which
user accounts are currently
defined on the host system

b.  User Data Gatherer =~ ......... Collects file and directory
information on all volumes

c.  File Detail Gatherer ... Collects high-level information of
all the file systems that are visible
to the host—both local and
remote

d.  Volume Gatherer =~ ... Collects and processes data from
Host Agents

Before you can view managed directory capacity, file data must be collected
and the directories must be managed.

O True
O False

List two volume managers supported by Storage Builder.

Which of the following terms is used to denote disk or LUN space that has a
physical path to one or more SAN hosts.

a.  Visible to hosts
b.  Used space
Free space

d.  Unconfigured space
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6. A junk file report displays:
A list of files that have not been opened in a specified amount of time.
b. A list of the largest files on a selected host, NAS device, or volume.

c. A list of files that can be identified by specific characters, such as .tmp,
in their names.

d. A list of the file contents of the largest directories on a selected host,
NAS device, or volume.

7.  Storage Builder relies on OpenView Performance Agents to collect storage
device capacity information.

O True
O False

8. HP recommends scheduling file collection once a day, when the management
server is not in heavy use.

O True
O False
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Managed applications
Module 12

Objectives

After completing module, you should be able to:

Rev. 3.43

Describe the purpose of the Storage Area Manager managed application
functionality

List the two applications that are supported at initial release
Describe the architecture employed to collect application data
View and interpret application capacity and status information

Configure Storage Area Manager to manage applications
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Introduction to managed applications

Managed application features of Storage Area Manager provide early warnings of
application problems that are caused by the storage subsystem.

Storage Area Manager Host Agents communicate directly with applications and
provide a visual end-to-end mapping of the application through the host file,
storage device, down to the individual LUNSs the application resides on. You also
can

m  View storage capacity usage by application through detailed screens and
reports.

m  View historical trends of application capacity usage.

m  Set thresholds to monitor for times when capacity usage exceeds desired

values.Although managed application features are currently provided by Core
Services and Storage Builder, future releases will extend these abilities to the other
applications in the Storage Area Manager suite, providing capabilities such as end-
to-end performance monitoring.
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Supported database applications
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Storage Area Manager currently provides managed application support for Oracle
and Microsoft Exchange Server and HP plans to extend this support in the near
future.

At initial release, Microsoft Exchange 2000 — Single Instance, Windows 2000 is
supported. Several versions of Oracle are supported.

Supported Oracle Versions

Oracle HP-UX Solaris Windows Windows Windows Tru64
Single except NT 4.0 2000 Server 5.1a and
Instance 11.20 2003 5.1b
Version
8.0.6.3 X X X X X
8.1.74 X X X X X
9.0.14 X X X X X
9.2.0.3 X X X X X X
9.2.04 X
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Application data collection architecture

/ Management server\

Host Agent
Collects application Processes data from Gatherer
data (on a schedule)
from an AMP, “adapts” £ AN
it to CASU XML Collector | g g4 Harvester

format, and writes it to data

a data set local file T :[ Update
CASU
data sets

Query/collect

- /

Application
Instance

Application Management Plug-ins (AMPs) interface with the Collector Host Agent
component. The AMP queries an application instance for data. The Collector
correlates it and formats the data in Common Application Storage Usage (CASU)
XML, and then notifies the management server that a collection has occurred. The
management server harvests the data and stores it in the central repository.

Application Management Plug-ins

AMPs, which are developed and customized by the HP OpenView Smart Plug-in
team, are the primary interfaces to applications and are responsible for the
collection of data. AMPs must be installed on each host where an application you
want to collect data from is installed. AMPs are not part of the default Host Agent
installation.
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Viewing managed applications
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The Managed Applications node and its subnodes display in the Resources tree.
Consistent with other Storage Area Manager features, clicking on a node in the

tree displays the corresponding information on the right side of the screen,

including a map and detailed view panels at the bottom.

The top-level nodes are referred to as root nodes for the application. For Microsoft
Exchange this would be an organization. For Oracle this would be a database.

Additionally, the application nodes in the tree and on the map are grouped

logically based on the application they represent. The high-level nodes, such as

instances and tablespaces for Oracle applications, are referred to as grouping

nodes.
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Microsoft Exchange structure and terminology

Admin Group

| 1
Instances Storage Groups

| |
Instance1 Storage Group1

I |
Log File Location
Host Storage Device

Storage Area Manager application views mirror the structure of the application
itself.

In Microsoft Exchange, the top-level node is the Organization. Each Windows
domain corresponds to one organization.

An Admin Group is a collection of Exchange objects that are grouped together for
the purpose of managing permissions.

An Installation refers to the physical installation of Exchange on a server. An
installation could be broken out into multiple instances; for example, in a clustered
environment where multiple system processes each allow database access.

A Storage Group is a set of stores that share the same set of transaction log files.
Mailbox Stores contain user data.
Public Folder Stores contain shared data.

Log Files are history files that are useful in backing up and restoring Exchange
data.
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Oracle structure and terminology

Database
|
Instances RedolLogs ArchivelLog Destinations Tablespaces
Instance1 RedolLog1
1
TablespaceA TablespaceB
]
| ]
DataFile1 DataFile2 || DataFile3
Host
Storage Device

A database is at the highest level of an Oracle Application and is a collection of
operating system files that comprise one physical data store or node.

An Instance is a set of operating system processes and shared memory structures
that allow an application to access data in a database.

The System Identifier (SID) is the instance name.

A Tablespace is named collection of one or more physical files used for storing
database objects.

Data Files are physical structures or files that hold the database data.

Redo Logs are Oracle logs that are necessary for redo transactions in the event of a
database failure.

Archive Log Destinations refer to the destination directory to which the Redo Logs
will be copied when they become full.
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Viewing the managed applications list

#F1Managed Applications - hp OpenView storage area manager

_ (Ol x|
File Wiew Tools Help
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Selecting the Managed Applications node in the Resource tree displays a list of
applications and a count of the installations viewed from the management server.
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Viewing an application summary
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ozoft Exchanoe

Application Information

The amount of LUN space reserved for
managed application use

Rezources I Applications I

F N,

[ —
@| | Discovery Off

Expand the Managed Applications node and select an application such as
Microsoft Exchange to see a high-level aggregate view of all Exchange Server
installations.

For example, the screen displays the number of Exchange organizations, number
of instances on hosts, number of storage devices used, and the amount of LUN
space allocated to applications. This is the amount of LUN space reserved for all
Exchange installations.
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Viewing a root node

@ %ales Organization - hp Open¥iew storage area manager ;lglll
File ‘Miew Tools Help

G G| AGNSE D SER M

B3 DEFALLT_DOMAIN £4 Exchange Organization: Sales Organization
L7 Storage Metwarks i
_‘E Hosts Properties I Mapl
_:d Intfarconnect Devices _ Information
| =) Bridges
_é Storage Devices Application Microsoft Exchange
_é MAS Devices Exchange Organization Sales Organization
_é Unknown Devices Murnber of Instances on Hosts 1
EE Crganizations Mumber of Storage Devices Lised 1
2] Managed Lpplications % LUN Space Allocated to Application 858.31 MB
[ %] Micrasoft Exchange
ot : Organization - Reports
]
. Oracle op M Mailboxes
op M Public Folders
it Stale Mailbox Store

Factory default reports available for
MS Exchange

Rezources I Applications I

oW
Storage Events Event Filter INone LI ap ﬁ% % 3 % @ q @ Total Events: 710 Displayed Ewents: 710
Acknovled... S\rer'rty = Occurred Source Categary Event Type hessage
'_>< Critic:al bz 20, 2003 220314 AMPDT POCEDR ... |Device POLLED_EWVEMT ReazonCode: 552 De:l
B Critical hay 20, 2003 2:05:16 AWM PDT POCEDS... Device POLLED_EWENT ReasonCode: 552 De—'
&) Critical May 20, 2003 21316 AMPDT POCEDG ... |Device POLLED_EYEMT ReasonCoce: 582_Di;|
4| »
2 | Discovery Off

Under each Application node, is a list of root nodes. A root node represents the top
level for that application. An example root-node for Oracle is the Oracle database;
for Exchange, it is the Exchange Organization.Click a root node in the tree to see
the corresponding view panel. The properties tab provides summary information
and, if the application selected is Microsoft Exchange, several factory-defined
reports.
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Viewing the application map and
properties

Rev. 3.43

@ %ales Organization - hp OpenYiew storage area manager ;Iglil
File ‘Wiew Tools Help

CH 0 B®NSHE DS R D

SR DEFALLT_DOMAIN “H Exchange Organization: Sales Organization
L7 Storage Metwarks
([ Hosts Properties  Map |

_:dlnterconnect Devices ,T Ty C;L| Q: Q: 52 @l ﬂ{' Scale: 23% “@ Showy View: DOverview LI
| =) Bridges
_é MAS Devices - .

_é Unknown Devices
5] Organizations

Wanaged Applications

[ ] Microsoft Exchange
L] 0 Irganization

Cracle

- Details on: [Overview] Org: Sales

Properties | LUnis | volumes | Subhiodes |

Information

Vi ew g ra p h s Mode Type Exchange Organization
Mame Sales Organization
a n d I Rollup Status . Hormal Statu s
configure e ;| Propagated
thresholds :} %UNfSpaci :Iloc:t;d to Application seve | from children
onfigure Threshol
Resources I Applications I
| S, 4
2] | Discovery Off

The map panel initially shows a collapsed map of the application.

Expand the map to view links to all the storage devices that this application root
node and its descendents consume space on. All resources that belong to the
application itself display within the gray rectangle on the map background.

! Important
Supported Volume Manager software must be installed in order to view the
linkages all the way down to the storage device.

Click a node in the map to display corresponding information at the bottom of the

view panel. The Properties tab displays basic information about the node selected

and enables you to view a graph of the LUN space allocated to the application and
enables you to configure thresholds.
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Viewing application status

@ %ales Organization - hp Open¥iew storage area manager ;lglll
File ‘iew Tools Help

GG RGNS E D SR

= J DEFALLT_DiOhdAln
[ Storage Netwaorks
(&) Hosts Propetties Map I

(o) Intercannect Devices 'T iy (;L| q Q: 53] @| E';E' Scale: 23% |’E Showe Wiewy: D Overview LI

xchange Organization: Sales Organization

é Ericlges

_é MAS Devices -

_é Unknovaen Devices
E Crganizations

Managed Applications
=1 ] Microzoft Exchange
L BeR

L =}
Oracle

= Drganization

-. Details on: [Dverview] Instance: REMSUND1 _instance

Properties | {3 I Sealurmes: I Subidodes

Informatis
Mode Type Exchange Instance
Marne REMSUHD1_instance
Rollup Status Hormal
Instance On Host REMSUHD
Instance State Up
\Ins{ance Ielertifier REMSUHD
nstance Application “ersion Exchange 2000 ver. 6.0
Resources I Applica{ionsl
lAv
2] | Discovery Off
Click to view
historical
perspective

Application status is indicated by the color of the nodes on the map. The status
rolls up to the root node, and each node displays the “worst case” of all of its
children. Click the chart button next to Instance State to view a history of
application instance status.
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Viewing a graph of application status

f2) Application Instance State ——- sid1 - hp OpenView storage area manager

Application Instance State --- sidl | Application Instance State --- sidt | Application Instance State - sidt

ME a7 LB

Application Capacity Graph

Application YWarning (0 9%

Application Pending Shutdowen (0 96)

Application Uninstalled (0 %)

Host Agent Dowen (39 96)
090403 06:00 090403 05:00 090403 10:00 090403 12:00
Mletric Mame Line Style Resource MName Reszource Type Scale Multiplier
2 ppinstanceStatus |sid1 Oracle Instance 1.0
= —

The preceding sample graph shows a loss of communication with the Storage Area
Manager Host Agent near 12:00. Note that Storage Area Manager can differentiate
between losing communication with the Host Agent and losing communication

with the application itself.
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Interpreting application status

Several different states can be obtained directly from an application, and these are
reflected in several different places in the Storage Area Manager GUI. For
example, if the Administrator has locked the Oracle database, this will be reflected
in the instance state of the property panel as “Locked,” on the graph as
“Unavailable,” in the Rollup Status of the property panel as “Locked,” and by the
color cyan on the map.

The “HA Down” state indicates that someone intentionally shut down the Storage
Area Manager Host Agent. “HA Unknown” indicates that the system itself went
down. This distinction is made because if the Host Agent is down, Storage Area
Manager has no way of knowing what has happened to the application.

The “HA Down” state will also be reflected if you uninstall the AMP. Because the
Host Agent is stopped and restarted as part of the AMP removal process, the last
thing the AMP can report on before it is removed is that the Host Agent was
shutdown. When the Host Agent is restarted, the AMP is no longer there to reflect

that the Host Agent is up.

!

Important

The scenario discussed in the paragraph above has a potential to cause
confusion for a customer. For example, if they uninstall their AMP, the
managed application features will indicate that the Host Agent is down but the
rest of the Storage Area Manager features will indicate that the Host Agent is

up and running.

Application status

Host Agent state Instance state Graph status Rollup status Map color
(Properties panel) (Properties panel)

Locked Locked Unavailable Warning Cyan

Up Up Healthy Normal Green

Down Down Down Critical Red

Warning Warning Warning Warning Cyan

Unavailable Warning Warning Warning Cyan

Uninstalled Uninstalled Uninstalled Warning Cyan

Unknown Unknown Unknown Unknown Blue

Pending shutdown Pending shutdown Pending shutdown Warning Cyan

HA Down HA Down HA Down Major Orange

HA Unknown HA Unknown HA Unknown Major Orange
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Viewing application

LUNs

Rev. 3.43

@] Sales Organization - hp OpenYiew storage area manager

File Wiew Tools Help

=10l x|

G AENSE SSHIR

B3 DEFALULT_DORAIN

_\ﬁ Storage MNetworks
([ Hosts

_:d Interconnect Devices
_:d Bridoges

_é Storage Devices

é M&S Devices

_é Unknown Devices
E Organizations

Managed Applcations
[} ] Microsoft Exchange

: roEhization
Oracle

Properties Map |

5 Exchange Organization: Sales Organization

[k m q| (o' e gl @| o Sedle: 19% |@ Show View: [ overview =l
= nopiconon ies O
=]

Properties LUNs Volumesl Subhlodes

-, Details on: [Overview] Org: Sales Organization

If Builder is not

Lur / Device Wisible to Tatal Total Lzed Allocatedd Free H B
VD003 EJ HP Stor... |[REMSUNDY 100 GE 47 65 GH 76294 hig /52.31 GE InSta”ed or |tS
Doo4 EJ HP Stor . [REMSUNDY 10 GB 9.96 GH 49.79 MH \ 40 MB |Icense |S out of
VD003 E HP Stor .. |[REMSUND1 10 GE 9.12 GH 45.57 MY 904 ME

compliance,
“Unlicensed”
will display in
the column

Resqurces | Applicaﬁonsl 120 GB| 66.77 GB|  858.31 MB] 53.23 GB
lAv
@| | Discovery Off

The LUNSs tab shows the LUNSs that are used by the selected application node.

This tab displays:

s The LUN name reported by the storage device. If the device does not report a
name, Storage Area Manager creates a unique LUN name.

m  The name of the storage device that contains this LUN.

m  The hosts that have a physical path to this LUN.

m  Total usable LUN capacity, including used and unused space.

m  The capacity of the assigned LUN space that is allocated to volumes.

m  The amount of LUN space reserved for managed application use.

m  The capacity of the assigned LUN space that is available to create volumes.
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Viewing application volumes
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f{:{\ Sales Organization - hp DpenYiew storage area manager =10 ﬂ

File Yiew Tools Help
G ¢ R @ 6D E| SR

=3 DEFALLT_DOMAIN L Exchange Organization: Sales Organization
[ Storage Networks
[E) Hosts Properties  Map I
d Interconnect Devices ,T 4m q| q Q; 5 @‘ “‘\i' Scale: 19% “@ Show Yiewr: Dovarview LI
= Bridges

2 Storsgs Davices
_é MAS Devices ﬂ
é Unknown Devices
:E Organizations

73] Managed Applications
7 e ot =
L J——
Resource
Status — ) _|l| 1f Builder is not
indicates ] _»r' installed,
CI UStenng : Details on: [Overview] Org: Sales Orranization V0|umes and
* Shared = propertes | LUNS] Subnodes tabs
clustered N\ k|®| w® @ «® Lkl il wil notdisplay.
'Y 1 = olume / I: ES0LIF. &l al OC: == 0 H H H
Private VEBIF Lon R I| HEIJNREI\é i o 1|a 05 GBll - EEE GB‘l H 92‘37 MB||F 1272 os‘l% All"% ‘l If its license is
clustered = Ghon .. | DY REMS. 4769GB)  1596B[ 7e2eams|  31rece| 2% | out of
not shared compliance,
» Blank = not they will be
clustered = : —% inactive
Resources [ Apptoatons 22.26 6B/ 85811 MB|  44.51GB
IAV 'l \‘
@| | Discovery Off

True total; does not double-count clusters

The Volumes tab shows the volumes that are used by the selected application
node. It displays:

n Path of the listed host to the volume.
n The host or NAS device on which the volume exists.

m  The share status for the volume. The status is shared for volumes that are
visible to multiple cluster nodes, private for volumes that are visible only to
the current host (whether a cluster node or not), and unavailable for volumes
that are not visible to this host.

m  The total capacity of the volume.

m  The amount of space on the volume that is currently occupied by files and
directories.

m  The amount of volume space reserved for managed application use.

m  The amount space on the volume that is free, or not currently occupied by
files and directories.

m  The percentage of the total volume size that is reserved for managed
application use.

You can also use the Volume tab to view capacity graphs and pie charts.
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Viewing application subnodes

To configure
thresholds,
Select

I@ Sales Organization - hp DpenYiew storage area manager

File Wiew Tools Help

=0l

G0 @SB S HR

4 DEFAULT_DOMAIN
1) Storage Netwarks

_:d Interconnect Devices
4;—;'. Eridges

é Storage Devices

_é MAS Devices

_é Unknown Devices
E Organizations

Managed Applications
= 2] Mic

LB alion
22 oracle

i Exchange Organization: Sales Organization

Properties  Map |

’T <y C;L| [o\g® g @| o’ Soale 19% |’@ Show Visw: D Overview =l
B

\ Propanias' LUNSl Volumes  SubModes

subnode
and click
Configure...

v

Resources I Applications I |

| % Configure

| 8

LUM Space Allocated to Applic

SubMode Type
First Admin Group wchange Adinin Group

=l |

'@ Discovery Off

The SubNode tab displays information about the application the level below the
node you have selected in the tree or map.

This tab is useful for displaying a more granular view of information. For example,
if the tablespace node is selected in the map, you can click the Subnodes tab to
view a listing of the capacity of all the data files in that tablespace.

This tab also enables you to directly configure thresholds for a chosen subnode.

Rev. 3.43
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Viewing the application map using the host

Only host
view

@ Marketing DB - hp OpenY¥iew storage area manager

File Yiew Tools Help

=10l

GG DENEHE DS

i3 1k

SRt | DEFALILT_DOhAAIn
1\3 Storage Metworks
_Ia Hosts
_\d Interconnect Devices
_é Bridges
_é Storage Devices
é MAS Devices
_é Unknown Devices
E Qrganizations
Managed Applications
] Microsoft Exchange
= 28] oraci

shows
Volumes
on the
map

view

Properties  Map |

LR ey

=, Oracle Database: Marketing DB

|E|| ﬂ{' Scale: B5% “@ Showe Vie

—
POC-HPLUK

--" Application Map

Kl

=

OVEriEw

Resources | Applications I

aw

r 3
*. Details on: [POC-HPUX] DB: Marketing DB

Froperties I LUks | Wolumes | SubNodesl

Information
Mode Type Oracle Database
Marne Marketing DB
Rollup Status Hormal
# Oracle Redo Logs 1
# Oracle Tablespaces 1
ﬁéﬁ LUM Space Alocated to Application 42915 MB
E Configure Threshold

=] |

Discovery Off

Two ways to view managed applications are:

12-18

Overview, which is the default view, gives a host-independent perspective of
the application and also displays all the instances that support the root node.
Use this view to show how an application is using storage across hosts and

storage devices.

Host view, which shows information about the application from the

perspective of the selected host. It does not list all the application instances,
but instead lists the volumes on that host the application root-node is using.
Use this view to show how an application is impacting the storage capacity of

a particular host.
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Configuring Storage Area Manager to manage

applications
Five key tasks must be performed to configure Storage Area Manager to manage
applications:
m  Installing AMPs
s Setting up AMPs
m  Scheduling data collection
s Working with reports
m  Setting thresholds & alerts
Installing AMPs

Rev. 3.43

&1 Install/Modify Host Agent Software

rInztallation Pre-Check

Host Software Installstion Checklist. .. |

&dd Single Host

Host Name or IP Admin User

Mame Pazsword

Alternate IP

Managed HostList

Host Marme
Modify Password
Modify Alternate IP
Madify 0

Show Log Details
Delete Hosk

Select All | Delete Selecter

ponefgy

Re-Authenticate
Host Status
Repait Hint |
m

4 Mudlily SebecLed Compunents: 2BZmedesto.mrorks.local
| Hust Componert Packages
Comperent = Frslabed
s | i | Varsin |

Fosingend Corr nrnd Apps

| s Funtime Ervvnsoment
CVEAM HostAgent Frame...
(CIVE.AM HnstAgent DAL
VAN stAger SCS G
(CIVEAM HastAgent HRA
OVEAM Apphcatons
CVEAM Core Apgrs

VAN Lhikstr Appbcaon
CYEAM Cplimizer Apphoat...

1412

310077
310077
10057
310077
0077
310077
0057
310077

CIVEAM Alncnins Agplcntion 3100 77

Conifigure Selected Package.
Supply Sonnection INformeation Tor an Oracle Appicaton

rHost Software Action

InstallModity Selected Hosts |

P up i5 requined for nstance you
User Neme:
Pramweed

Host 7 o User Name Crack Home Loc...
oH I Help: CANCEL

Salus

To enable Storage Area Manager to collect information about applications, install
AMPs on each host where the application to be managed resides.

The AMPs may be installed remotely as Host Agent component packages or
installed locally. They are not installed as part of the default Host Agent
installation.

On local installations, the user is prompted to answer whether they would like to
install the optional AMP package. On local removals, the AMP is automatically
removed.
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AMP setup requirements

AMPs for some applications may require additional information before they can
begin collecting data.

The Oracle AMP must be supplied with the following information:
s Host: IP or DNS name of the host where the application resides
s Username/Password: Must be the Oracle user system
e  Use script called dbsamocr in <sanmgr>/hostagent/sbin/amp/Oracle
m  SID: The System Identifier of an Oracle database running on the host

e  There may be more than one database on each host; however all SIDs
for those databases must be unique

m  Oracle Home: Fully qualified location of the Oracle home directoryThere
are no specific setup requirements for Microsoft Exchange. Storage Area Manager
supplies the local administrator or domain administrator user name and password
during the installation and uses this authentication to access the application.
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Setting up AMPs

"E\ Configuration

Hj_— & Cortacts
- Discovery
& Addtional SAN Hosts
@ Proxy Devices
£ SHP Diszcovery Ranges
] Storage Domain
& Timeouts
- % Everts

ko] Hourly Cleanup
@ Timing

4] Triggers
o Applications Setup

& Cliert

£ Server

— @ Petformance Charts

[— % Performance Data Collection
E- % Reports

— % File-Details

— < Junk File

— & Largest M-Directaries
—% Largest M-Files

=& Managed Applications
'~ Stale Files

E- % Scheduling

% Capacity Collection
- Capacity Summarization
— < Core Collection

— < Performance Data Retertion

— Storage Accountant Biling C:

Managed Applications Setup: Oracle

Supply connection information for an Oracle Application Management Plugin (AMPI running on &
managed host. A separate setup is required for each Oracle instance you wish to manage.

[ Host # | =p

| Uszer Mame

#21 Add Oracle Setup

| Oracle Home ..

Ed

Add connection information for an Cracle instance.

Hosts
’7 FOC-HPLI}( hd I

Host  [POC-HPUX

User Mame: Isg.-'s:tem

Passward: I*******

Cracle Home: Ic:'l.uracle'lhu:ume|

SiD: [123456

[_ox |

cancel |

Apply |

| Status

ﬂl Delete |

=]

Ok

| Cancel |

sy | pen |

AMPs can be set up from the Tools — Configure window. You can also set up
AMPs when installing or modifying the Host Agent by using the Modify Host
Component Selection.

From the Configuration Window, select Oracle under Managed Applications

Select a host name from the drop-down menu or enter a name in the Host

1.
Setup.
2. Click the Add button.
3.
box.
4.  Enter the user name. In the case of Oracle, it must be system.
5. Enter the password for the user name.
6. Enter the system identifier for the Oracle instance.
7.

Rev. 3.43

Enter the fully qualified location of Oracle home.
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Scheduling application data collection

& Configuration

H-j__ & Cortacts =

% Scheduling: Managed Application Collection
(] Dizcovery
& Addiionsl SAN Hosts

Show COrganization: Select ... |
o Proxy Devices

Start Collection I

SRR it Collection Schedules

@ Storage Domain

X| pt Exghange Data Callection

12, 2003 4:00 PM

N & Timeouts Exchange Data | 12, 2003 4:00 P

= Everits 012, 2003 4:00 PM

¢ Hourly Clearug [¥ Ensble Data Collection b 12, 2003 4:00 PM

(] Titing By i 12, 2003 4:00 FM

o Triggers B 0 Pl

—- 4 Managed Applications S Start at (HH:MRD IU : IU [ Repest every |4 hours. 12, 2003 4:00 PM

= & Oracle 212, 2003 4:00 Ph

=4 MWanage Host Agent _ 12, 2003 4:00 Ph
~ Collection Days

& Client 012, 2003 4:00 PM

& Server ¥ mondsy ¥ Tuesdsy W wednesdsy [ Thursdsy [ Friday 12,2003 4:00 P

— % Performance Charts ¥ Saturd ¥ sund (2 12, 2003 4:00 PM

— < Performance Data Callec uroay unday 012, 2003 4:00 PM

= % Reports
=% File-Details

Restore Defaults |

o 12, 2003 4:00 PM
012, 2003 4:00 PM

— % Jurk File
=& Largest M-Directorie

Ok I cancel Help

— & Largest N-Files

—& Managed Applications
'~ Stale Files

= % Scheduling

& Capacity Collection

— o Capacty Sumtnarization

'— & Storage Accourtant Biling Cycle ;I

=]

Ok

Cancel

Apply Help

Just as a collection schedule can be set for other capacity data,

be set for the collection of managed application data.

1. Select Tools — Configure from the main menu.

schedules can also

2. Under Scheduling, select Managed Application Collection.

A list of all managed hosts with their next scheduled collection times

displays.

3. Select one or more hosts and click the Set Schedule button.

6.

To run an unscheduled collection, click the Start Collection button. The systems
begins gathering data for the application selected.

12 - 22

Using the tabs provided, select the application you would like to schedule. In
this case, either Oracle or Exchange.

Set the collection start time and whether you would like it to run repetitively,
for example every 2 hours or every 4 hours.

Select the days of the week on which the collection should run.
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Working with managed application reports

Y

H]—_@ Cortacts Sl % Reports: Managed Applications
- 4 Discovery

€ Additional SAN Hosts Exchange |
D Procy Devices
£ ShMP Dizcovery Ranges
4] Storage Dommisin

£ Timeouts o _
Report Options: Top-H Mailboxes
= 4 Events e (e D

E@ Hourly Cleanup Exportas ML =] SortBy: [instaletion = ljpescending x|

£ Tirving
Fo Triggers Litnit Mumber Of Records Ta: |1 Qoo LI

i: £ Managed Applicstions Setup

Configure Cptions for Report Type: ITop-N Mailboxes ;I

- & Oracle

2 Manage Host Agent Restore Defaults |
% Client

& Server
— €2 Performance Charts

|— € Performance Data Collection
SRR Reports

% File-Details

— % Junk File

% Largest M-Directories
= Largest N-Files

h N3
— % Stale Files
= % Scheduling
% Capacity Collection
% Capacity Summarization b
=% Managed Application Collection
— % Performance Data Retention
— Storage Accountant Billing Cycle LI

2] ok | cancal T

Storage Area Manager provides three reports for Microsoft Exchange:

m  Top-N Mailboxes — lists the largest mailboxes from all installations in the
selected Exchange organization.

s Top-N Public Folders — lists the largest public folders from all installations
in the selected Exchange organization.

m  Stale Mailbox Stores — lists stale mailboxes from all installations in the
selected Exchange organization.

To customize the reports, go to Tools — Configure and select Managed
Applications under Reports. Specify the export format, sorting criteria, and
maximum number of records.

There are not factory-defined reports provided for Oracle.
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Setting thresholds and alerts on managed applications

12-24

& Configuration
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[E) Exchange Group Public Falder Stores Physical Consumption Threshald..,
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[E) Exchange Maibox Stare Physical Consumption Threshald...

[E) Exchange Crganization Physical Consumption Threshold...

[E) Exchange Public Falder Store Physical Consumption Threshald...

[E) Exchange Storage Group Physical Consumption Threshold. ..

[8) Oracle Archive Log Physical Consumption Threshold. .,

[6) Oracle Datafile Physical Consumption Threshold. ..

[B) Oracle DB Physical Consumption Threshald. ..

(©) Oracle Group Archive Logs Physical Consumption Threshald...

(@) Oracle Group Reda Logs Physical Consumption Threshald. .,
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(©) Oracle Redo Log Physical Consumption Threshold...

[@) Oracle Table Space Physical Consumption Threshald. .,

[ rew..] et || peete |

=]

ok |

Cancell Apply I Help |

Storage Builder produces Storage Area Manager events when application usage
exceeds or falls below user-specified limits. These user-defined limits are called
managed application thresholds.

You can set capacity thresholds for the domain or specific to a single resource.
You can also set thresholds on predicted application usage.

Select Tools — Configure from the main menu.

Select Managed Applications under Thresholds & Alerts.

To create a new global threshold, click the New button. Select the desired
threshold from the list, such as Exchange Mailbox Store Physical

1.
2.

Consumption Threshold.
4.  Give the threshold a name.
5.

when passed, causes a threshold event.

maximum.

Specify the severity level of the threshold event.

Specify the limit. In other words, the minimum or maximum used space that,

Specify the direction, which determines whether the limit is a minimum or
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Rev. 3.43

If you would like to be notified of potential shortages, select Trend Thresholding
from the Trending tab.

Specify the projection period, which can be 1 to 12 months.

You can then control the number of events that are generated by adjusting the
trending Confidencelnterval. Greater confidence allows greater ranges of possible
values and therefore increases the likelihood of threshold events.

All threshold violations will be sent to the Storage Area Manager Event panel.
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Creating triggers for managed applications
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By default, when an application instance changes, an event is sent to the Storage
Area Manager Event panel. To perform other actions when this occurs, configure a

Trigger.

1.  Select Tools — Configure from the main menu.

2. Select Triggers from the tree.

3. On the Triggers configuration window, click the Add button.

4.  Enter a name for the Trigger.

5. Select the ManagedApplication category.

6. Select the application event.

7.  Select the desired action and any necessary parameters. For example, send an

email to the on-call administrator when the status of the application instance
changes.
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Learning check
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Storage Area Manager managed application features enable you to view
which type of application data?

a. Accounting
b. Capacity
c. Performance

d. Allocation

Oracle AMPs are installed as part of the default Host Agent deployment
process and do not require any additional setup procedures to be performed.

O True
O False

Which is not a managed application feature?

a. Maps
b.  Thresholds and alerts
c. Reports

d.  Preconfigured application launching

e. Data collection scheduling

Volume Manager software is required to view which of the following?
a.  Application status

b.  Any application capacity information

c.  Storage device linkages on the map

d.  Historical charts of application status

At initial release, Storage Area Manager 3.1 provides capacity and status
information for which two applications? (choose two)

a. Oracle

b. SAP

c.  Microsoft Exchange
d. Lotus Notes

e. DB2
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Module 13

Objectives
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After completing this module, you should be able to:

m  List the major features of Storage Accountant.

s Describe the major concepts of Storage Accountant.

m  Describe the steps involved in setting up Accountant.

m  List the Storage Accountant architectural components.

m  Create and manage Organizations, Accounts and Service Levels.
m  Describe Service Levels.

m  Assign LUNSs to Service Levels.

m  Generate organization, device and service level billing reports.

m  List the supported devices of Storage Accountant.
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Product overview and features

Storage Accountant meters storage space in organization accounts and reports the
associated cost at the end of each month. Accounts belong to internal or external
organizations. You must install and license Storage Accountant to use its features.

13-2

Storage Accountant adds the following features to Storage Area Manager:

Monthly and interim bill reports — Storage Accountant rolls up daily
charges into a monthly bill that is arranged by organization and account.
Detailed bills describe the charges for each LUN. Summary bills show only
the total charges for each organization and account. The Bill Viewer is used
to view, export, and print bills for the current (interim) or past billing periods,
and for all or individual organizations.

Storage device and service level billing reports — Storage Accountant
creates monthly billing reports that are organized by storage device or service
level. Summary reports show the total charges for the storage device or
service level LUNSs that are in accounts and not in accounts. Detailed reports
show summary information and a LUN-by-LUN description of charges.

High-level statistics in the Reports tab of the Accountant Home view
panel — This view panel is used to view reports and bill generation
information, as well as configure the billing period.

Centralized setup functions in the Accounting tab of the Accountant
view panel — This view panel provides the tools to set up storage billing. In
the Accounting tab, click icons to view, create, and add LUNS to service
levels; view and create organizations; add organization accounts; and attach
LUN:Ss to accounts. Viewing the total number of service levels, organizations,
LUNs in service levels, and total storage value that is billed and not billed
can be accomplished from the Storage Accountant view panel.

Service Level, Organization, and Account nodes in the Resources tree —
Storage Accountant associates LUNs with service levels and then associates
the service-rated LUNs with organization accounts. The Resources tree
contains nodes used to view, create, add LUNs to, and maintain service levels
and organization accounts.

Audit log of billing transactions and LUN events — A quick look at the
audit log indicates when changes were made to organizations, accounts,
service levels, or the billing schedule; if daily usage is being regularly
collected; when bills were generated and exported; and if a LUN’s status
changed. The Audit Log Viewer is used to display, export, and print the audit
log.

Accountant scheduler for billing — The Storage Accountant billing cycle
scheduler in the Configuration window is used to specify when the monthly
bill is generated, when old bills and audit entries are deleted, and the format
and location of exported files.
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CLUI commands — The CLUI is available to expedite most of the tasks that
can be performed in the graphical user interface; for example, adding LUNs
to service levels or accounts, creating organizations, removing LUNs from
service levels, and generating bills.

Integration with HP OpenView Internet Usage Manager (IUM) —
Storage Accountant outputs LUN state data on a monthly basis. This data can
then be incorporated into [IUM. To enable this functionality, a HP support
representative must complete the integration procedure.

Exported bills in CSV, HTML, and XML format — Storage Accountant
automatically exports monthly bill reports in a configurable format and
location. Set event triggers that launch a third-party billing application once
the report is exported. The details needed to integrate Storage Accountant
bills with other applications are provided in the hip OpenView storage area
manager administrator’s guide and in Storage Area Manager’s document
directory (.\client\doc\export_files).
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Storage Accountant concepts

This section covers two concepts fundamental to Storage Accountant: accounts
and service levels.

Accounts

13-4

Storage Accountant maintains a list of one or more accounts associated with
each organization.

Accounts are used to represent different user groups, project teams, or
financial divisions within an organization. In a corporate setting, where
organizations might be used to represent separate business units or divisions,
accounts could be used to represent the departments, locations, or data
centers within the organization.

Storage Accountant billing is performed on an account basis, which is then
rolled up into an organization.

The maximum number of accounts supported is 25 per organization.

Account names must be unique within an organization, but can be duplicated
across organizations.

e  Within an organization account names must be unique (“Marketing”,
“Sales”, “Mfg”, “Distribution”, “Finance”, and so on.). However, these
same Account names can be used again in separate organizations.
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Service levels

Rev. 3.43

Service levels allow storage providers to set up groups of LUNs with the
same price.

e A service level is specified as “cost per gigabyte hour (GB/hr)” of
storage.

e  Service levels can also be thought of as pricing levels.

The purpose of service levels is to determine the price that will be charged
for LUN use and typically reflect the relative value of the LUN or LUN
service.

The service level represents storage hardware (vendor, model, and RAID
level) and any services associated with the device (backup, mirroring)

The storage administrator can use any factors in determining the rates to be
charged to users of storage. These could include:

e  The speed and type of hardware used in providing storage to the user.

e  The level of backup services, including frequency of backup, ability to
perform on-line backups, and response time for restoring from backup.

e  The human resources required to support and respond to customer
requests, as well as ongoing planning for storage requirements.

The maximum number of service levels supported is 99 per management
server.

LUNs are associated with a pricing level by assigning them to a service level.
By default, LUNs to do not have a service level/price associated with them.
As a result, billing for storage resources does not begin until this association
is configured.

Note

Before LUNSs can be added to an account for usage charging, the LUN must
first be added to a user-created service level.
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Storage Accountant setup process

13-6

Before Storage Accountant can produce bills, service levels and customer accounts
must be configured and LUNSs assigned. This figure illustrates the Storage
Accountant setup process.

1

Create Service
Level

2
Add LUNs
to Service Level

5
Add LUNs

to Accounts

Create
Organization

Create
Accounts

The Storage Accountant setup process consists of five steps:
Create Service Level

Add LUNS to Service Level

Create Organization

Create Accounts

Add LUNs to Accounts

A e

The arrows in the figure above indicate the necessary sequences. For example, to
place LUNS in a service level (step 2) the service level must first be created (step
1). Most importantly, to add LUNSs to an account (step 5), all of the previous
actions (1, 2, 3, and 4) must first be completed.
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Storage Accountant billing

Bills are summaries of storage charges to organizations. Bills are produced either
as text that is displayed in the Bill Viewer window, or as an exportable file that is
automatically saved at the end of each billing period.

Rev. 3.43

Storage Accountant provides the ability to create bills for Customers at
scheduled intervals (also known as “the billing cycle”) or on-demand (current
billing period).

All summary and detailed customer bills can be exported to .csv, .html, and
xml formats for budgeting, financial analysis, and web-based reporting.

At the end of each day, Storage Accountant records all of the day’s
transactions that affect storage charges (for example, a LUN is added or
removed from an account, the service level price is changed, or the LUN is
resized).

Once a month, these daily records are compiled into a single binary file of
usage information, such as LUN 01 used by Account AA from October 1,
2001, 09:27:54, to October 30, 2001, 23:59:59, at a price of $.07/GB/hr. The
information in this file is sorted by organization and account to display
requested bills in the Bill Viewer, and to produce specially formatted files
that can be imported by a third-party billing application.

Charges are based on the size and price of the storage units that a customer
has access to, as opposed to the amount of space that the customer actually
consumes at any point in time. The price of the storage unit is determined by
its assigned service level.

The amount charged is the product of the size and price per GB of the storage
unit and the number of days that the unit is available during the billing
period, as shown in the following formula:

Storage Unit Charge = LUN Size (GB) X Price per GB per hour X Hours
Accessible

Example

Given that a customer has a 9 GB storage unit whose price is $25 per day, the
charge after 30 days of service would be:

9GB X $25 X 30 days or $6750.

Storage Accountant records day-to-day changes in the charge factors and
sums them up at the end of the billing period.
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Storage Accountant architecture

Management Client(s)

SanManager
phluid GUI / JCore Server application

JCore Components
Accountant Panels & Ccnfig

Bill Viewer

Management Server
ManagementServer

JCore server application
JCore Components
Usage Metering
e

Correlation and Bill Generation

SAN Host(s)
HostAgent

JCore server application

JCore Components

[#] Allocater Agent Comp

Audit Log Viewer

Audit Log

S0INIBS 810D

] Optimizer Agent Comp

[] Allocater Gui Panels

(030 ‘Buioey) ‘sjuans ‘sjusuodwod)

[&] Allocater Server Comp

("018 ‘Buioel) “syuena “sju;

[#] Builder Agent Comp

Bl [3] Optimizer Gui Panels

[3] Optimizer Server Comp

[+] Builder Gui Panels [ core Agent Comp

[&] Builder Server Comp

Clay/Model API

[4] Node Mgr Gui Panels

[4] Node Mgr Server Comp

[+] Core Services Gui Panels

‘=II I—JI
configfiles  trace & log files

ovsam
command-line JCore application
ovsam agent
command-line JCore application

config data trace
files files  &log files

[+] Core Services Server Comp

config reports data trace
files files & log files

diald
native, platform-specific daemon

Storage Device

application extensions

The above diagram shows the Storage Accountant components that reside on the
management server and the management client.

As with the other Storage Area Manager applications, Storage Accountant delivers
its functionality in a set of JCore components. These components reside on the
management server and management client. Notice, there are no Storage
Accountant-specific components that reside on the SAN host.
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Storage Accountant client components

Management Client(s)

SanManager
phluid GUI / JCore Server application

JCore Components
Accountant Panels & Ccnfig
Bill Viewer

Audit log Viewer

[&] Allocater Gui Panels

S80IAI8S 810D

(-01@ ‘Buloey) ‘syuans ‘sjusuodwon)

[+ ]Optimizer Gui Panels

[+ ]Builder Gui Panels

o
<
[
°
o
=
>
I
o

[+ 1Node Mgr Gui Panels

[+ 1Core Services Gui Panels

. .
config files trace & log files

ovsam
command-line JCore application
ovsam agent
command-line JCore application

Three Storage Accountant components reside on the management client:

= Accountant panels and configuration dialog — Extends the tree to include
Storage Accountant-specific navigation, adds Storage Accountant view
panels, and extends the configuration window to include Storage Accountant
options.

m  Audit log viewer — Allows launching of a separate window for display of
the audit log. Allows audit log entries to be viewed by:

e  Billing Period

e Log (event) Type
e  Organization

e  Account

m  Bill viewers — Allows launching of a separate window for display of bills.
Allows bills to be viewed by:

e  Summary or Detail Report
e  Billing Period

e  Organization
Rev. 3.43 13-9
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Storage Accountant management server components

Management Server

ManagementServer
JCore server application

JCore Components

("019 ‘Buroey) ‘SjUBAS ‘SjUBUOAWIOD)
SBJIAIBS alo)

[] Allocater Server Comp

[&] Optimizer Server Comp

o
<
)
o
o
=
>
L
(&)

[&] Builder Server Comp
[5] Node Mgr Server Comp

[5] Core Services Server Comp

‘——II ‘—_II ‘——II ‘——II
config reports data trace
files files & log files

Database

The following Storage Accountant components reside on the management server:
m  Usage Metering

m  Correlation and Bill Generation

s Audit Log

Usage metering, data correlation, and bill generation processes are divided into
three distinct steps:

1. Usage metering, which consists of monitoring (or listening) for events related
to LUNSs. This step is handled by the StorageCollector component.

2. Summarizing (or correlating) of the collected events and determining usage.
This step is handled by the StorageCorrelator component.

3. Exporting the correlated usage information to an internal XML file and
output files configured by the user.

Usage Metering

13-10

The StorageCollector listens for database-generated events that indicate changes to
LUNSs. These events are translated into a data structure called a Normalized
Metered Event (NME) and stored in a binary file. There is one binary file for each
collection period (once per day)
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Correlation and bill generation

Audit log

Rev. 3.43

The StorageCorrelator reads and then aggregates the events stored in its daily
binary files into usage information. For example, a usage can be thought of in
terms of LUNO used by Orgl for the period of June 1, 2002 to June 30, 2002 at a
price of $20/GB/hr. This usage information is also in NME form in a binary file.

Correlation can be started in two ways:
e At the end of the scheduled billing period

¢  On demand by the client GUI bill viewer when the user wants to see the
billing information for the current billing cycle (billing generation has
not occurred since the billing period has not ended)

Correlation usage information can also be exported. The export process is:
e  Read the usage information stored in the correlated binary files.
e  Summarize the information by organization and account.

e  Write the summarized bill to human (.html) and machine (.csv or .xml)
readable form.

All events related to usage metering and billing are stored in a persistent audit log.
Example entries include: When a billing cycle ends, or when a service level’s price
changes. The audit log is part of the Storage Area Manager database. Audit
information needs to be kept for a relatively long period of time (one year), but the
amount of information being logged each day is minimal. The audit log is
viewable in the GUI and readable from a CLUI command.

By default, Storage Accountant events are not sent to the Storage Area Manager
event browser. Triggers must be configured to forward Accountant events to the
Storage Area Manager event browser.
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Using Storage Accountant to bill for storage use

This section covers the process for setting up Storage Accountant to begin billing
for storage use.

Applications tree: Accounting View panel
) Accountant - hp Openview storage areamanager =181 x|

File “iew Tools Help

G 0@ e S E R

e
uum
Lmm
EEE

1le| 3| 3

<1 Accountant

Homg Accounting | Repaorts

—Manage Service Levels

5{ Mode Manager
m View Service Levels

1lt optimizer
£E Storage Builder

10 MNew Serice Level
@ AddiRemove LUINs to Service Levels

—Manage Organization Accounts
=] View Organizations
fg Mew Qrganization

iﬁ Mew Organization Account
= AddiRemove LUNs from Accounts

- Summary
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Total Service Levels

Total LUNs in Service Levels hd
RESDUI’CESI Applicatignsl 4 | »
Fe,
Storage Events EuentFiIterINone v[ @ U Sy X OGN A8 N Total Events: 372 Display
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| @ InformationalMay 30, 2001 10:35:35 AM PDT | [Capacity  [UNI=|
Kl i y
=2 | | @ Discovery Off | 43

To manage service levels, organizations, and accounts from within a single view
panel, select Storage Accountant in the Applications tree and then click the
Accounting tab.
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Service levels
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Services levels determine the price that will be charged for LUN use. To view a
summary of all service levels that have been created, expand the Storage
Accountant node in the Applications tree and select Service Levels.

Note

Because service levels are specific to Storage Accountant, service level
information can only be accessed from within the Applications tree under the
Storage Accountant node.

The view panel displays the following information:
m  Service Level — Service level name

s  Cost/GB/Hour — Price charged to the account for use of any LUN assigned
to this service level.

m  LUNs in Account — Number of LUNSs that are configured in the service
level that are currently assigned to an account.

m  Space in Account — Amount of service level space currently being used by
an account.
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s LUNs NOT in Accounts — Number of LUNs configured in the service
level, though not added to an Account

s Space NOT in Accounts — Amount of service level space available. In
other words, service level space that has NOT been added to an account

m % of Service Level — (Service level space used by accounts) / (Total
amount of space configured in service level)

Creating new service levels

@Servite Levels - hp OpenYiew storage area manager ;IEI&
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Before LUNSs can be attached to an account, they must have a service level.

To create a new service level, click the New Service Level button on the Service
Level view panel. In the New Service Level window, enter the information
required to define the service level.

The Automatically Generate ID option lets Storage Accountant generate the
unique identifier that is required for this service level. To specify the identifier
manually, clear the checkbox.
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Service Level properties include:

m  Service Level ID — An alphanumeric value that uniquely identifies this
service level. To enter an ID, the Automatically Generate ID check box must
be de-selected. Special characters are allowed.

Note

When managing service levels using the Storage Accountant CLUI, the
Service Level ID is used. Therefore, using a unique descriptive name is
helpful.

m  Service Level Name — The name that this service level is known by in
business communications

s  LUN Price/GB/Hour — The price, in any currency, that will be charged per
GB per hour of access to this LUN

m  Description — The descriptive information about the service level

There are two ways to add service levels within Storage Accountant, both use the
Applications tree:

m  Right-click the Service Level node and select New Service Level.

m  Select the Storage Accountant node and use the Accounting view panel
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Viewing service level properties
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To view service level properties, expand the Service Levels node and select the
specific service level. Click the edit button at the bottom of the service level
properties view panel to modify any of the properties.
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Adding LUNs to a service level
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LUNs must have a service level before they can be added to accounts. Conversely,
LUNSs must be removed from accounts before their service level can be removed.

To add or remove LUNS to a service level, click the Add/Remove LUNs button on
the service level properties view panel. The selected service level is indicated in

the window title bar.

The information listed in the LUNs view panel is obtained directly from the
repository. All storage device-specific information is obtained from Storage Area

Manager Core Services through DDT.

Use the drop-down menus at the top of the panels to filter the lists that display. To
add and remove LUNSs, select the LUNSs in either panel and click the Add or

Remove button as appropriate.

When a LUN is added to, or removed from an account, the operation is pending
until the Apply or OK button is clicked. When a LUN is added to an account, it is
displayed with a right arrow icon, and is listed in gray text on the left and in blue
text in the Add List. Removed LUNSs are displayed with a left arrow icon, and are
listed in gray text on the right and blue text in the Remove List.

Rev. 3.43
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To undo one or more pending operations, select the operations in the Add or
Remove list and click the Undo button.

Note

Moving large numbers of LUNSs increases the time it takes to apply the
changes, about a minute for every 2000 LUNs. During this time, a message
window shows the progress of the changes. There is a short delay before the
view panel is updated with the changes.

Note

For best performance, HP recommends limiting the total number of LUNs in a
service level to 2000. If more than 2000 LUNs need to use the same price,
alternate service levels with the same price should be created.
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Viewing service level LUN assignments
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To display a list of the Service Level LUN assignments and their cost per hour,
expand the Service Levels node, select a specific service level, and then click the
LUNs tab. Select from the drop-down menus to specify the parameters of the
query you want to run and then click the Run Query button.

Available query filters include:

m  All — Displays all LUNs associated with the selected service level

s Size in MB — Displays all LUNs that are either greater than or equal to a
given size in megabytes, or less than or equal to the specified size.

m  On Device — Displays all LUNSs that are on a specific storage device. This
filter automatically lists all known storage devices and allow the user to
select a device. This could be useful to ensure that the LUNs for a device
have been assigned to the correct service level.

m  Visible to Host — Displays LUNs that are visible to a specific host. As with
the On Device filter, this filter automatically lists the known hosts and allows
selection of a specific host.
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m  In Organization Account — Displays LUNs associated with a specific
organization (these cannot be filter by account).

s Cost/Hour — Displays all LUNs with a cost per hour that is either greater
than or equal to a given cost per hour in the selected currency, or less than or
equal to the specified cost.
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Organizations

Qrganization Mame...

.@3 Organizations - hp OpenYiew storage area manager 1 Organlzatlnn Identifier... = |E||1|
File Wview Tools Help # of Accounts Active...
G G RENS R D SR ) ﬁapace in Accounts (in MB)...
S icafi CostHour of Accounts...
= 3 Applications £= Organizations on St rage Accou -
E|g_£3 Storage Accountant #0f LIS,
== Crganizations Accountingl
i Service Levels ~
- 10 2457 5L-1003 o=
- 13 Econormy: SL-100 .
------ 16 Premium: SL-100 "L”" QER AT
Storage Allocater ikl Filter Yalue
Storage Builder IA” = = Bt it
ﬁ Storage Mode Manager _II —” 2
& TT+ Storags Optimizer Qrganization ... /  #ofAccounts .. Total Costaf ... Total Space in... #of LUNS
= Armazon a $0.00 0 Bytes 0
=5 AOL 1 $0.00 0 Bytes a
Finance a F0.00 0 Bytes 1]
= R&D 1 F0.00 0 Bytes 0
State Farm 1] F0.00 0 Bytes 0
Totals
d [ o] [ [ 2| $0.00 0 Bytes| 0
Total Active: & Displayed: 5 izati i
m‘ Anplications I_I Flay Mew Organization... | Editselected.. | i Close Selected
FS 4
Storage Events Event Filter [Mone I N P ¥ Total Events: 98 Displayed Events: 98
Acknowle.. & Sewerity Qccurred Source Category Event Type Message
| G Infarmational|Cctaber 16, 2002 10:13:51 AM .| |Perfarmance |COLLECTION_START... |Data Collectar =
Kl | 2l
E| | |—. Discovery On @

To view a list of all existing organizations, expand the Storage Accountant node
and select Organizations.

Select from the drop-down menus to specify the parameters of the query you want
to run and then click the Run Query button.

Available query filters include: Organization name, Organization ID, Number of
Active Accounts, Space in Accounts, Cost per Hour of Accounts, and Number of
LUNES.

The Organizations node lists all organizations created within Storage Area

Manager, including those that do not have associated accounts created for Storage
Accountant.

The LUN Query Filter limits the results shown in the table. Available filters are:
Organization Name, Organization ID, Number of Active Accounts, Space in
Accounts, Cost per Hour of Accounts and Number of LUNs. The Run Query
button must be clicked in order for any values to display.
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Creating new organizations
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To create a new organization, click the New Organization button on the
Organizations view panel. In the New Organization window, enter the information

required to define the organization.

The Automatically Generate ID option lets Storage Accountant generate the
unique identifier that is required for this organization. To specify the identifier

manually, clear the checkbox.

Organization information can be edited at any time. However, when an
organization is “closed,” it cannot be edited or re-opened. Storage Accountant
does, however, retain all closed organization account information.

Because organizations are used throughout Storage Area Manager, they can be

created from either the Applications or the Resources tree.
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Accounts
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To view an account summary for all organizations:

1.
2.

In the Resources tree, select Organizations.

In the view panel, click the Accounting tab.

To view an account summary for an individual organization:

I.
2.

3. Click the Accounting tab.

Rev. 3.43

In the Resources tree, expand Organizations.

Select the organization for which you want to view accounts.
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To view an account summary for an account:

1.
2.
3.

In the Resources tree, expand Organizations.
Expand the organization for which you want to view accounts.

Select the account for which you want to view information and click the
LUNs tab.

Use the LUN Query Filter to specify a set of LUNS, as follows:
a. Select a category.

b. Ifnecessary, enter additional information (for example, when listing
LUNSs by device, select a device).

c.  Click the Run Query button.
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Creating new accounts
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To create a new account, select the Organization that the account will be
associated with in the Resources tree and then click the New Account button.

Alternatively, accounts can be created from the Accounting view panel available
from the Applications tree.

The New Account window prompts for the information that is needed to create an
account. Storage is attached to and charged by account. The Finance department,
for example, could be one of the organization's accounts.

Automatically generate ID option lets Storage Accountant generate the value that
uniquely identifies this account. To specify the identifier manually, clear the check
box.
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Viewing account properties
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To view the properties for an account, expand the Organizations node and select
the specific account. The Account view panel displays the following information:

m  Account identification information
e  Account ID — Alphanumeric code that uniquely identifies this account.
e  Account Name — Name that this account is known in business
communications. It must be unique among other accounts that belong to
this organization. If no name is entered, the account is identified in the
Resources tree by its ID.
e  Account Status — Last state change associated with an account and the
date of that state change. Only the account activated state is viewable.
When an account is closed, it cannot be viewed in Storage Accountant.
m  View reports
e  View Current and Past Organization Bills — Displays the Bill
Viewer with the account detailed billing report for the current billing
period to date
m  Display account usage summary

Number of LUNs in Account — The number of LUNSs that have been

([ ]

assigned to the selected account
e  Total Space in Account — The total space allocated to the account
[ ]

Total Cost/Hr — The total cost of all LUNs in the account on a per
hour basis
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Adding LUNs to an account

#2) R&D - hp Open¥iew storage area manager LU NS from a particular Service
File  ¥iew Tools Help .
C:I |:> 1 @Add,.-"Remuve LUNs: Account Marketing: 0-1( 0003 [B&:DQ) | eVeI O r Sto rag e d eVICe
LUNs not in A rLUNs in Account i
‘3 Select Source U[LUI‘N / 413 Account: Marketing [B&D Corporation]
[T serice Levels =l [t0 marketing =
[18 Department-B =
4 LuM Devi..  Size Host..  Semi... LUN Devi..  Size Host..  Semi..
1 HP vAT1 |1 GB HP-LX(13 |Departm Add > | 0:00 HF ¥P512/224 GB |2 unkno_ [Premium
2 HP WAT1..[2 GB HP-UX(1) |Departm. 0:01 HF ¥P512/2.24 GB  |= unkno... [Premium
3 HP WAT1..[3 GB HP-UX{1) |Departm. o Rermnoye | 0:02 HF XP5122.24 GB |2 unkno... |[Premium
4 HP VA71..[3GB HP-UX(1) [Departm. 0:03 HP XP3122.24 GB |z unkno... [Premium
0:04 HP ¥P5122.24 GB |z unkno... [Premium
0:05 HP ¥P5122.24 GB |2 unkno... [Premium
0:06 HP ¥P5122.24 GB  |s unkno... [Premium
0:07 HP ¥P5122.24 GB  |= unkno... |Premium
H 0:08 HP XP5122.24 GB |2 unkno... [Premium
[+ 0:.09 HP XP5122.24 GB |z unkno... [Premium
0:0a HP ¥P5122.24 GB |z unkno... [Premium
Wnidg | 0:0b HF XP&12/2.24 GB  |= unkno.. |[Premium
0:0c HP ¥P5122.24 GB  |= unkno... |Premium
0:0d HP XP5122.24 GB |2 unkno... [Premium
o | . | Soly | T
|
- Edit... | Clos —ﬂ AddiRemove LUMNs...
Resources | Applications | ta |
o~
Storage Events Ewvent Filter [Hone | & ﬁ{:’, =|“b x % @ Q @ Total Events: 95 Displayed Events: 95
Acknowle.. ¥  Severity Qccurred Source Category Event Type hess
| @ Infarmational|October 16, 2002 10:13:51 AM .| |Performance [COLLECTION_START... [Data =
1| | >
2 | | |—. Discovery On | o

Organizations are billed for the LUNs that are added to their accounts.

A Caution
Make sure that LUNSs are physically and logically accessible to the
organization adding them to an account. Otherwise, organizations can be
charged for LUNSs that they cannot use.

Note
Only LUNSs that have been placed in service levels can be added to accounts.
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To attach service level LUNs to a specified account:

1.

4.

13 -28

In the Resources tree, expand Organizations and the individual organization
that includes the desired account.

Right-click the specified account and select Add/Remove LUNs from the
short-cut menu. A new window lists all available LUNs on the left panel and
all LUNSs that are already attached to the account on the right panel.

Note

To select LUNs from a particular storage device or service level, select Storage
Devices or Service Levels in the top box in the left panel. The contents of the
second box change accordingly. When a specific storage device or service
level is selected from the second box, the list of available LUNs shows only
the LUNS in that device or service level.

In the left box, select the LUN or LUNSs that are to be attached to the selected
account and click the Add button. The selected LUNs are dimmed in the list
on the left and added in blue to the Add List on the right. A green arrow
appears in the Status column beside the moved LUNSs in each list, indicating
that the addition is pending.

Continue selecting LUNs and clicking Add. Select and remove LUNs from
the list on the right. All actions remain pending until Apply or OK is pressed.

Note

Moving large numbers of LUNs will increase the time it takes to apply the
changes, about a minute for every 2000 LUNs. During this time, a message
window shows the progress of the changes. There will be a short delay before
the view panel is updated with the changes.

Note

For best performance, HP recommends limiting the total number of LUNs in
an account to 2000. To assign more than 2000 LUNS to the same organization,
assign the LUNs to multiple accounts, and then assign the accounts to the
organization.

Click OK to save the LUN placements and close the window.
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Viewing host and storage device accounting
information

This section covers the host and storage device view panels that are available for
displaying Storage Accountant information.

Viewing the accounting summary for hosts

@ Hosts - hp Open¥iew storage area manager o |E||5|
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To view a list of all known host systems by platform type with the corresponding
Storage Accountant information, select Hosts in the Resources tree and click the

Accounting tab.
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Viewing the accounting summary for host LUNs
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To view the Accounting summary for all LUNSs for a specific host, select a host
and click the Accounting tab.
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Viewing the accounting summary for storage devices
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To view the Accounting summary for storage devices, select the Storage Devices
node or a specific storage device, and then click the Accounting tab.
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Viewing accounting summary charts for storage devices
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Storage Events Event Filter INone vI P ﬂ% % * ﬂ @. q R Total Events: 707 Displayed Events: 707
=] | Discovery Off | )

To display a chart of accounting summary information, select the Accounting tab
for a Storage Device sub-node.

Two comparison pie charts are available:
m  Storage Space
m  Storage Cost

The sections of the charts correspond to the data columns displayed in the Storage
Devices Summary table, but also include the amount of space on the device that
has not been sectioned into LUNs (identified as overhead space in Storage
Builder).
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Viewing accounting information for logical units
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ﬂ:i\ Logical Units - hp Dpen¥iew storage area manager - O 5'
File View Tools Help
SO/ AGNSE| PSR
= DEFALLT_DOMAN E Logical Units on Storage Device HP SureStore Disk Array XP512
[ Starage Networks -
_‘@ Hosts LUNs I LUN %olume Groups | Performance  Accounting | | L A\Iocaﬁonl
ﬁ Interconnest Devices Total Humber of LUHs: 63
Bridges
= Storage Devices L.UN £ Size Hostls) LUM Type Organiz... Accourt SEervICE ... CostHour
1 EMC Symmetrix Mode! 8430 000 229 GE|= unknovwn = |Direct ACCess < none = = hone = < hone = < NiA = -
1 Hewlett Packard Stardalone | |[%27 229 GB|« unknown = |Direct Access |< hone = = hone = = nong = = Mg =
1 HP Storagevvorks Disk Array 0.02 229 GE|= unknovwn = |Direct ACCess < none = = hone = < hone = < NiA =
£ HP StorageWorks Enterprise 0:03 229 GB|« unknown = |Direct Access |< hone = = hone = = nong = = Nip =
£ HP StorageWorks Enterprise 0:04 229 GB|« unknown = |Direct Access |< hone = = hone = = nong = = Nip =
E1 HP Storageworks EVA POC ; 0.035 229 GEB|< unknowwn = [Direct ACCess < none = = hone = < hone = < NiA =
3 HP Storageiorks EVA POC £ 0:08 229 GB|« unknown = |Direct Access |< hone = = hone = = nong = = Nip =
: = unknowen = [Unknowwn = hone = = hone = = nong = = =
5 He Storageiiorks Eva, PO ¢ [[207 exllcs) il nk i,
E1 HP Storageworks EVA POC T 0.08 228 GB| 5} PoC-2IX Direct Access [« none = = hone = < hone = < NiA =
=1 Storageviorks VIHUE Arr 0:09 229 GE| E POC-A1X Direct Access < hone = = hone = < nOne = = MR, =
23 HP SureStore Disk Array KPS 0:0a 229 GB E POC-AIX [Direct Access < none = = none = < noke = = MR, =
:‘ﬁ Cortrollers 0:0b 229GB E POC-AIX Direct Access | nohe = < none = < NohE = = MIS, =
é Disks 0:0c 229GB E POC-AIX Direct Access | nohe = < none = < NohE = = MIS, =
[ = 0: 0t 229GB E POC-AIX Direct Access | nohe = < none = < NohE = = MIS, =
. N :0e = - irect Access roer Pr inum
= ark hModel 2105 0: 0 £83GE| 3 POC-AIX [Direct A ACME C 3 Crcer Pr_ |13 Plat $0.558445
_é Sarta Barbara 0:0f B 558 GB| E POC-2IX [Direct Access = none = ||;Iﬁ Platinum 0 558448
3 Unknown LUNCS) 0:10 229 GE ‘I‘E REMA... [Direct Access [} Marketing ||;IO. Platinurm ... F0.186112
o «S MAS Devices 0:11 229 GE ?E REMA... [Direct Access G Manage... ||;|G Platinurm ... F0.186112
é Unknown Devices 0:12 229 GE ?E REMA... [Direct Access 3 Sales ||;|G Platinurm ... F0.186112
f@ Orgarizations 0:13 229 GE ?E REMA... [Direct Access G Manage... ||;|G Platinurm ... F0.186112
Managed Applications 0:14 229 GE ?E REMA... [Direct Access 3 Sales ||;|G Platinurm ... F0.186112
0:15 229 GE|?2b REMWI. . Direct Access R Manage... ||]G Platinum ... 0186112
5 | | = 0:16 229 GE|?2b REMWI. . Direct Access R Manage... ||]G Platinum ... 0186112
J 0:17 220 GE| 728 REMW. . Direct Access RG Manage... ||]G Platinum ... 0186112
Resources | &pplications 0:18 229GE ?E REMW... Direct Scocess ¥} Marketing ||;|G Platinum ... FOABE112 LI
-
Storage Events EventFilter INone - e Iy gy X G 8 q 7] Total Events: 707 Displayed Events: 707
=l | Discovery Off |

To view accounting information for logical units, select the Logical Unit sub-node
under a specific device in the Resources tree and click the Accounting tab.

The Logical Units accounting view panel is used to view a summary of LUN costs.
LUN cost summary for LUNSs that are visible to a host or LUNs that belong to a
particular storage device can be viewed.

The Logical Units accounting view panel is accessed from the Accounting view
panel under the Logical Units sub-node. It also provides detailed information on
each LUN on the given device.

The Storage Devices Logical Units table provides detailed information on each
LUN on the given device.
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Reports
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ﬁ:i'\ Accountant - hp OpenY¥iew storage area manager ;Iglil

File ‘“iew Tools Help
R TY-1 [

=4 Applications

|| 3| e

«¥ Accountant

m
c
=
o
=

Organizations Home | Accounting | Reports

&2 Allocater
74 MNode Manager
1lt optimizer

~View Reports

Yiew Current and Past Organization Bills
Yiew Storage Device Billing Reports
Yiew Service Level Billing Reparts

wiew Audit Log

i~ Bill Generation Information

Previous Billing Period

et Billing Period Septembe
Exporter Output Farmats

Exporter Output Directory C:\Program Files'Hewlett-Packard'sanmgrimana

Configure Bill Generation Options

Resources| applications | 4 | |
_—
rF S, 4
Storage Events Ewvent Filter [None ~| & ﬁ% % * % @ q Total Events: 372 Displayed Events: 372
Acknowle,.. ¥ Severity Qccurred Source Categary Ewvent Type Mess
4] | >l

=l |

Discovery Off @

Storage Accountant provides cost-related information that can be accessed by the
reporting function. Summary reports are available from the Reports view panel.
They include:

m  Current and Past Organization Bills
m  Storage Device Billing Report

m  Service Level Billing Report

m  Audit Log

Reports can be viewed several ways:

m  From the Applications tree, using the Reports tab of the Storage Accountant
view panel (shown above)

m By selecting Tools — Storage Accountant

m By clicking context-sensitive launch points
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How charges become bills
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Bills are summaries of organizations' storage charges. They are available in two
formats:

m  Text that is displayed in the Bill Viewer window
m  An exportable file that is automatically saved at the end of each billing period

In each case, Storage Accountant produces the bill from information that it collects
during the billing period.

At the end of the day, Storage Accountant records all the day's transactions that
affect storage charges (for example, a LUN is added or removed from an account,
a service level price that changed, or a LUN is resized)

Once a month, Storage Accountant compiles these daily records into a single
binary file of usage information.

Example

LUN 01 used by Account AA from October 1, 2001, 09:27:54, to October 30,
2001, 23:59:59, at a price of $.07/GB/hr.

The information in this file is then sorted by organization and account to display
requested bills in the Bill Viewer and to produce specially formatted files that can
be imported by a third-party billing application. The formats (.csv, .html, or .xml)
are specified along with the directory on the management server where the
exported files are stored. The day and time of the monthly compilation is also
specified.
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Viewing current and past organization bills

A Bill Viewer - 10l x|
File Help
Billing Period |Current Billing Period =]
Billing Period I—
Fram To Hours

B2/02 317 PM 612002 3:30 PM 0.2164

B&:D Corporation {C-100001) Organization Summany

Account Name Account D | Account Total
Manufacturing Q-100001 F1.45
Marketing O-100003 §0.70
Research Q-100002 §1.55
Crganization Tatal §3.70

The Garage Inc. (C-100002) Organization Summary
Account Name Account 1D Account Total
Finance 0-100004 $0.50
arketing 0-100005 $1.59
Research 0-100007 $0.52
Services 0-100006 $1.68 |
COrganization Taotal $4.29 _I
=l &5

To launch the Bill Viewer and view past or current charges for organizations, click
the icon next to View Current and Past Organization Bills on the Accountant
Reports tab.

Select from the Billing Period drop-down menu to specify the viewing period.

Bills can be viewed in two forms: summary and detail. A summary bill contains
information about one or more organizations, including the charges for each
account, and the total charge to each organization. Click an organization name to
launch the Detail Organization Bill.

To print the bill, select File — Print to output the displayed bill to the default
printer. Select File — Page Setup to specify the paper size and source, orientation,
and margins of the printed copy.

To export the bill, select File — Export. Click Detail or Summary, and then select
a file type from the submenu.
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Viewing detailed organization bills

121 Bill viewer =100
File  Help
Billing Period |Current Billing Period b
Billing Period
From To Hours
B12/02 317 PM B/12/02 3:30 PM 0.2164
B&D Corporation (C-100001) Organization Summary
Account Name Account D Account Total
Manufacturing 0-100001 $1.45
Marketing 0-100003 $0.70
Research 0-100002 $1.85
Organization Total $3.70
Organization Detail
Manufacturing (0-100001)
Storage Device | LUN Desgctiption Oceurred Service Level |Size (o) | Price ¢eBrHn [ Hours | Charge (Size*Price™Hours)
HP WAF100 Array § | $ame as Previous Billing Period ||612/02 317 PM || Subsidiary-C 2000 §0.020000 | 0.2164 $0.003656
HP WAT100 Array B |Same a= Previous Billing Period |[612/02 317 PM || Subsidiary-C 1.000 | $0.020000 | 0.2164 $0.004328
HP WAT100 Array 7 |$ame as Frevious Billing Period ||612/02 317 PM | Subsidiary-C 0.000| §0.020000 | 0.2164 $0.000000
S e e e [ [ R [
=] |

View Detailed Organization bills by clicking an organization name in the
Summary Organization report, or by right clicking a specific organization in the
Resources tree and selecting Bill Viewer from the shortcut menu.

A detail bill contains the summary information, plus details for each LUN.

Each line in the detailed bill describes a persistent state of factors in the charge for
the specified LUN. If the LUN price, size, or presence in the account changes, a
new line shows the new charge. Consequently, LUNs can display multiple times in
a bill. The change that initiated a new charge is described in the bill's Description
column, with the date and time of the change in the adjoining column.

The total hours that are shown on each line of the detailed bill are the hours going
forward from the change that is shown in the Description column. The hours are
calculated by subtracting the start time, which is shown in the Occurred column,
from the end time of the changed state. The end time is either the start of another
change or, if there is no change, the end of the billing period. A special case of the
formula "end time minus start time" is the deletion of a LUN, which is considered
an instantaneous state. The start and end time of a LUN deletion are the same, so
that the total hours are zero and there is no charge for a deleted LUN.
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Viewing storage device summary bills

@'I Storage Device Report Yiewer

File

Help

=10l x|

Billing Period ICurrent Billing Period

=l

Billing Period
From Tno Hours
BA2I02 31T P B12002 3.30 P 0.2164

Storage Device Billing Summany

Storage Device Storage Device Serial Mumber | In Accounts | Mot in Accounts

HE P 256 455490 $5.99 F3.24

HF ¥P512 30859 $1.20 $1.65

HF F&ED Array(1h 1702011107 $0.27 F0.22

HF FSED Array(2) 1T10610116 $0.52 F0.00

HE WAT100 Array 0oSG04690199 F0.01 F0.08
2] |

|»

=
]

To launch the Bill Viewer and display a summary storage device bill, select Tools
— Storage Accountant — Storage Device Report Viewer. Alternatively, click the
icon next to View Storage Device Billing Reports on the Accountant Reports tab.

The storage device summary bill includes the following information:

13 -38

Billing period

Storage device name

Storage device Serial number

For the specified billing period, the total charge for LUNs in accounts

For the specified billing period, the total charge for LUNs not in accounts
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Viewing detailed storage device bills

=
File  Help
Billing Period [Gurrent Biling Pericd |
Billing Period j
From To Hours
111102 1:30 AW 11614/02 11:01 PM 33345292

Storage Device Billing Summary

Storage Device Storage Device Serial Number In Accounts Mot in Accoun
HP Storageviorks Virtual Array 7400 008G127C00452 $5,679.35
HP StorageWorks Virtual Array 7400 (HPAG 127C0052)

Activity of LUNS in an Account

LU Organization Account Description Oceurred Service Level |Size(GB) |Price(GB/MI) | Hours
20 ||[Energy Solutions Alternative Energy Solutions LUN Added to Account 11/1/02 11:58 AM [Premium Plus 1.000) §1.259840 1.2587
20 |Energy Solutions Alternative Energy Solutions serer started 11/1/02 113 PM |Premium Plus | 1.000) §1.258840) 31769
20 ||[Energy Solutions Alternative Energy Solutions LUN Status Changed 11/1/02 4:24 PM [Premium Plus 1.000) §1.259840| 09922
20 |Energy Solutions Alternative Energy Solutions serer started 11/1/025:24 PM |Premium Plus | 1.000) §1.258840) 91.8811
20 |Energy Solutions Alternative Energy Solutions Semice Lewel Price Changed 11502116 PM  |[Premium Plus 1.000| $0.125984 | 45.3831
20 ||[Energy Solutions Alternative Energy Solutions semver started 11/7/02 10:39 AM [Premium Plus 1.000) $0.125984 [124 1981
20 |Energy Solutions Alternative Energy Solutions LUN Status Changed 11712102 2:51 PM [Premium Plus 1.000/| $0.125984| 0.0519
20 ||[Energy Solutions Alternative Energy Solutions semver started 11/12/02 2:54 Phl [Premium Plus 1.000) $0.125984 || 561142
258840 1.3353

= Launched from within the Summary Storage Device report or by 1" "'
selecting a specific device under the Storage Devices node in the

&

Resources Tree and selecting the Report Icon

= Provides detailed LUN activity for the selected Storage Device

To launch the Bill Viewer and display a detailed bill for storage devices, select a
specific device on the storage devices summary bill. Alternatively, select a specific
device in the Resources tree and click the Report icon in the Accounting view
panel.

When Storage Area Manager detects that a storage device is unreachable, Storage
Accountant records the change for each LUN in the device. Lines in the detailed
bill show the description "LUN Status Changed" and the time that the unreachable
status was detected, and the total hours of the new state. A superscript "U" in the
Occurred column indicates the status. Charges are calculated as usual, and the
affected LUNs can be added or removed from accounts and service levels as usual.
All such changes are reported with the superscript "U" in the Occurred column as
long as the device is unreachable. When the device status becomes anything other
than unreachable, new lines in the detailed bill state "LUN Status Changed" with
no "U" in the Occurred column.
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Viewing service level summary bills

=Y
File Help
Billing Period |Current Billing Period =]
Billing Period =
From To Hours
BI12/02 317 PM B12/02 3:30 PM 0.2164

Service Level Billing Summary
Service Level Name |Service Level ID Description In Accounts |Motin Accounts
Fremium SL-1001 | mirroring, backup, 24*7 suppor, high bandwidth, dynamic capacity $1.20 §1.685
Standard SL-1002 |RAID 5, hackup, 24*7 support, medium bandwidth, dynamic capacity $5.99 §3.24
Economy SL-1003 |JBOD, backup, 87 support, low handwidth, capacity request regd §0.27 $0.22
FrojectA SL-1004 |RAID 5, hackup, 24*7 support, medium bandwidth, capacity request reqd §0.52 §0.00
Department-B SL-10058 |RAID 5, hackup, 8%7 support, medium bandwidth, capacity request regd §0.0 F0.06 =
Subsidiar-C SL-1006 |RAID &, backup, 8*7 support, medium bandwidth, capacity regquest reqd F0.01 0.0 _I
2] P

To launch the Bill Viewer and display a summary service level bill, select Tools —
Storage Accountant — Service Level Report Viewer. Alternatively, click the icon
next to View Service Level Billing Reports on the Accountant Reports tab.

Click a specific service level to launch a detailed service level report.
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Viewing detailed service level bills

@ Service Level Report Yiewer
File Help

=10l

Billing Period [Current Billing Period |

Billing Period
From To Hours
9r10/02 11:09 A Q12702 11:00 PM 598425
Service Level Billing Summary
Service Level Mame | Service Level ID Description In Accounts | Motin Accounts
Fremium SL-1001 | mirraring, backup, 24*7 support, high bandwidth, dynamic capacity $288.96 §397.32
Service Level: Premium (SL-1001)
Activity of LUNS in a Service Level and an Account

Storage Device | LUK Qrganization Account Description Qccurred Sizei{GB) |Price{GBiHn | Hours Charge
HP xPa12 0:00 |B&D Corporation |[Marketing ||initial Configuration ||9910/02 5:12 PM 2,238\ $0.100000| 53.7922| $12.038694
HP #P&12 0:01 ||B&D Corporation |[Marketing |[initial Cenfiguration ||9/10/02 5:12 PM 2.238|| $0.100000| 53.7922|| $12.038694

= Launched from within the Service level summary report or by selecting a
specific Service Level under the Service Levels node in the Applications

Tree and selecting the Report Icon

To launch the Bill Viewer and display a detailed bill for service levels, select a
specific service level on the service level summary bill. Alternatively, select a
specific service level in the Applications tree and click the Report icon in the

Accounting view panel.

Rev. 3.43
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Viewing the audit log

13 - 42

@ Audit Log Yiewer - hp OpenVYiew storage area manager - | Dlﬂ
File Help

Audit Period Select Event | Select Organization I Select Accaunt | Select Service Leve| |

Current Period LI jall Events jall Organizations Jai Accaunts jall Senvice Levels Refresh Wiew
Date Event Type Qrganization Account

Movember 1, 2002 1:30:01 AM PST |Bill exported

Movember 1, 2002 1:30:01 AM PST |Bill exported

Movember 1, 2002 1:30:01 AM PST

Bill generation

Movermber 1, 2002 1:30:01 AMPST

Aging data files

Movember 1, 2002 1:30:01 AWM PST

Checking data files

Movermber 1, 2002 11:00:10 PM P

Usage collection

Movember 2, 2002 94910 PM PST

Organization created

AL 0-100003

Movermber 2, 2002 9:49:39 PM PST

Organization created

State Farm: 0-100004

Movember 2, 2002 95007 PM PST

Organization created

Amazon: ©-100005

Moverber 2, 2002 95819 PM PST

Service level created

Movember 2, 2002 95843 PM PST

Service level created

Movember 2, 2002 95910 PM PST

Service level created

Movember 2, 2002 95958 PM PST

Serice level modified

Movember 2, 2002 10:01:04 PM P

LIUKs assigned to Service Level

Movember 2, 2002 10:01:07 PM P

LUMs assigned to Service Level

Movember 2, 2002 10:01:09 PM P

LIUKs assigned to Service Level

Movember 2, 2002 10:01:11 PM P

LUMs assigned to Service Level

Movember 2, 2002 10:01:12 PM P

LIUMs assigned to Service Level

Movermber 2, 2002 10:04:10 PM P

Account created

AOL: 0-100003

R&D: A-100002

Movember 2, 2002 11:00:10 PM P

Usage collection

Movermber 3, 2002 7:58:02 AM PST

Organization closed

Movember 3, 2002 8:16:08 AMPST

Account created

Amazon: ©-100005

Marketing: A-100003

Movermber 3, 2002 8:16:54 AM PST

LUKs assigned to Account

Amazon: $-100005

Marketing: A-100003

Movember 3, 2002 81657 AMPST

LUMs assigned to Account

Amazon: ©-100005

Marketing: A-100003

Movermber 3, 2002 8:17:54 AM PST

LUK assigned to Account

AL 0-100003

RE&D: A-100002

Movember 3, 2002 81757 AMPST

LUMs assigned to Account

AL 0-100003

R&D:A-100002

Movember 3, 2002 11:0010 PM P

Usage collection

4]

N

The Audit Log stores all accountant-related events. To view the Audit Log, select
Tools — Storage Accountant — Audit Log Viewer. Alternatively, click the icon

next to View Audit Log on the Accountant Reports tab.

Use the Audit Log to research billing transactions and system events that can
explain changes in an organization's bill. The Audit Log can be viewed for all or
for specific dates, events, organizations, accounts, and service levels. All
information remains in the Audit Log for a default of 365 days. This value is user-
customizable through the Accountant Scheduling Configuration window.

Note

Audit Log entries can be set to post in the Event panel, and can be configured
for automatic notification or other actions.
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Configuring Storage Accountant

Storage Accountant configuration falls into several categories:
m  Setting currency decimal preferences
m  Scheduling bill generation

m  Configuring Storage Accountant-related event triggers

Setting currency decimal preferences

Rev. 3.43

@\ Storage Accountant - hp Open¥iew storage area manager ;Iglll
File View Tools Help

GO AGNSE D SR h

- Applications ¥ Storage Accountant
arage Accountant -
@ Storage Allocater [E— ™ /&) Currency Decimal Preferences x|
g

torage Builder
ﬁ Storage Mode Manager - Manage Service Le
W view Service L

- 4 Storage Optirnizer Mumber of digits shown right of the decimal in...

Total CaostsiHour:

03 Mew Service L
ﬂ Service Level Prices:

— Manage Organizati
=5 Wiew Organiza

‘3 MNew Organiza
$3 new Organiza QK I Cancel | Help |

5 AddiRemove L

LUM CostsfHaour:

i

~ Summary
Total Organizations 6
Total Service Levels 6
Total LUNs in Service Levels 171
Size Value
Total Storage in Service Levels 752.12 GB $58.95
Amount Billed 470.38 GB $35.75
Amount Mot Billed 281.74GB $23.20
-Ig_D Configure number of currency digits.l
Resaurces | Applications |
S, 4
|Storage Events EventFilter [None B R T e S L, B Total Events: 352 Displayed Events: 352
@| | Discovery Off ’5

To specify the number of digits shown to the right of the decimal place in Storage
Accountant, click the Configure number of currency digits icon from the
Accounting view panel. In the Currency Decimal Preferences window, specify the
number of digits to display for Total Cost/Hour, Service Level Prices, and LUN
Cost/Hour.

The currency settings in this window apply only to the user interface, and do not
affect billing calculations or the Bill Viewer

Use this procedure to change default settings for the number of digits shown to the
right of the decimal place in the Accountant user interface. The display settings
can be changed for cost per hour totals of billed and unbilled storage, service level
price, and cost per hour of individual LUNs.
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Viewing bill generation information

@\ Storage Accountant - hp Open¥iew storage area manager ;Iglll

File “iew Tools Help

G O A® NS ED SR

= E!J Applicatians <Y Storage Accountant
e
E Organizations Home' Accounting Reports |
Wil Service Levels
Starage Allocater
L ~ View Report
82 Storage Builder UERIIRIIS
ﬁ Storage Mode Manz Wiew Current and Past Organization Bills
---1-T1- Storage Optimizer Wiew Storage Device Billing Reports
View Service Level Billing Reparts
Yiew Audit Log
i~ Bill Generation Informati
Frevious Billing Period October 16, 2002 10:22 AM to N
Mext Billing Period Movember 1, 2002 1:30 AM to Dec
Exporter Output Formats
Exporter Cutput Directory C:Program Files'Hewlett-Packar tserver
Configure Bill Generation Options
| | »
Resources| Applicationsl_ 4 |
rs, 4
Storage Events Event Filter [Nane Wl g X PSP R Total Events: 85 Displayed Events: 88
@| | |—. Discovery On @

To view bill generation information, select Storage Accountant from the
Applications tree and click the Reports tab.

The bill generation information provided includes:
m  Previous billing period
s  Current billing period

m  Current settings for output
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Scheduling bill generation

@\ Configuration - Scheduling: Storage Accountant Billing Cycle ll

i Bill Cycle {all Organizations)

Generate hill onl il of each maonth
Generate bill at [ 01 30 thhzmm)

Mext bill will be generated on December 1, 2002 1:30 Ak

Mext bill period will be from Movember 1, 2002 1:30 AM to December 1, 2002 1:30 Al

File ' Bill Export

Cjﬁ Exporter Output Formats ¥ csv W kil [ xml

SL& Exporter Output Directorin:‘tPngram Files\Hewlett-Packardisanmanmanagementservendatalaccountantiexportetrepons

| Data R ion

Warning: purged data cannot be recovered

FPurge hilling data alder than 365 days

Furge audit log recards alder than 365 days

Restore Defaults |

0K I Cancel Al Help
EAPUTTET OO ot

Exporter Qutput Directory C:'Program Files'Hewlett-Packard itserveridatal

: Configure Bill Generation Options I

4| | »

Resources| Applications r 4 -
rs 4

Storage Events Event Filter [Hone <] ép ﬁ:\:l B X % @ q B Total Events: 98 Displayed Events: 98
@| | |. Discovery On @

To configure bill generation for Storage Accountant, click the icon next to
Configure Bill Generation Options on the Reports view panel.

Accountant scheduling consists of three steps:
1. Specifying the billing cycle

2. Specifying the export format and path

3. Specifying data retention period
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Specifying the billing cycle

The Billing cycle is the same for all organizations. It starts at the day and hour
entered here and ends a month later. For example, the bill cycle that starts on June
28 at 23:00 ends on July 28 at 22:59. Use these boxes to set the start of the billing
period.

Generate bill on — Specifies the day of the month that the bill will be
generated. For example, 5. The number must be between 1 and 31. The
default day is 1, the first day of the month.

Generate bill at — Specifies the time (hh:mm) on the above day that the bill
will be generated. For example, 22:30 (10:30 p.m.). The default time is 01:30
(1:30 a.m.).

A display-only line displays the date and time that the next bill will be
generated and the duration of the next billing period.

Specifying the export format and path

Bills are automatically exported in one or more of the formats that you select by
marking the Exporter Output Formats check boxes. CSV and HTML are selected
by default.

Exporter Output Root Directory specifies the name of the directory where export
files will be stored. The default directory is <install
directory>\managementserver\data\accountant\exporter\reports.

Specifying the data retention period

13 -46

The data retention period determines how long bills and Audit Log entries will be
retained.

Purge billing data older than — Specifies the number of days that monthly
bills will be kept. Monthly bills older than the specified number will be
deleted and not viewable. The default age is 365 days.

Purge audit log records older than — Specifies the maximum age of
entries in the Audit Log. Entries older than the number of days specified are
automatically deleted from the log. The default is 365 days.
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Configuring Storage Accountant triggers

Rev. 3.43

&Y Configuration

E@ Cortacts Sl % Events: Triggers
= Di
N ISCDVEW Mame 4 Category Threshold |Adi0n Read-Only Enabled |
& Additionsl SAN Hosts - .
4] Procey Devices Rilahoas dala 2 iz E
£ SNMP DI R Storedccounts.. | Accountant Informstional Storefction fal_se [l
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Event triggers enable actions to be assigned to specified events. The type of event
and its associated action is based on criteria defined for each trigger.

By default, all Storage Accountant-related events are sent to the Audit Log, not the
Event view panel. If appropriate, configure triggers to send certain event types to
the Event view panel. Additionally, triggers might be useful within the context of
Storage Accountant to send email notification if a specific event occurs, or can be

used to run a command.
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Learning check

1. What is the purpose of a service level?

2. What are the five steps necessary for setting up Storage Accountant?

a.  Create Service Levels
b.  Create Organizations
c.  Configure the Billing Period
d. Add LUNs to Service Levels

e. Create Accounts

f.  Add LUNSs to Accounts

g.  Add LUNs to Accounts or Organizations

h.  Assign Device Membership to Organizations

3. Storage Accountant can be used to assign LUNSs to hosts.

O True
1 False
4.  Organizations can only be created through the Storage Accountant
application.
O True
1 False

5. List the Storage Accountant management server JCore components:

6. Service Levels must be created before accounts are created.
O True
O False

7. A LUN can be a member of only one service level.
O True
O False

8.  Storage Accountant’s LUN assignment GUI ensures that organizations are
only billed for LUNSs that they are actually using?
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10.

11.

12.

13.

14.

Rev. 3.43

O True
O False

LUNSs must be added to a Service Level before they can be associated with an
Account?

O True
O False

A manager has requested a report of under-utilized devices and the cost per
day of unallocated space. How could you best provide this information?

LUNs that are not assigned to accounts are shown in the Detailed Service
Level report.

O True
O False

Billing data and audit log records are kept for how long?
a. 1 month

b. 6 months

c. 1year

Reports can be exported in which formats?

a. TEXT
b. HTML
c. CSV
d. XML

Storage Accountant events are written to the Storage Area Manager event
browser.

O True
O False
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Storage Allocater
Module 14

Objectives
After completing this module, you should be able to

Rev. 3.43

List the Storage Allocater architectural components.
Create security and organizational groups.
Assign hosts and LUNSs to groups.

Describe the three methods for activating Storage Allocater and the
appropriate customer environment for each.

Describe the purpose of the Special Unassign command.

Identify rogue host messages in the Event panel.
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Product overview and features

14 -2

Storage Allocater controls storage access and provides security by assigning
logical units (LUNSs) to specific hosts or share groups. Assigned LUNs cannot be
accessed by any other hosts. With this application, you can assign, unassign, and
reassign storage and related devices from a diverse pool. You must activate and
license Storage Allocater to use these features.

Storage Allocater brings the following features to Storage Area Manager:

m  Security groups — Share groups and associated LUN groups help to
streamline storage assignments. Share groups allow hosts to share the same
storage devices. Associated LUN groups keep sets of LUNSs (for example,
stripe sets or mirror sets) together, requiring them to be assigned and
unassigned as a unit.

m  Organizational groups — Host groups and LUN groups allow you to
arrange hosts and LUNSs into hierarchical groups in the Storage Area
Manager user interface.

m  Reports — Storage Allocater can generate reports that show all LUNSs,
assigned LUNSs, or unassigned LUNs. These reports allow you to quickly
view the assignment status of all the LUNs in the current storage domain.

m  System availability — Storage Allocater provides increased system
availability by enabling storage to be assigned, unassigned, and reassigned
without reboots.
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LUN security methods

Host1 Host2
oA ] e
DA
Switch

000

000

N—] | ~— | ]| |~

There are generally three types of LUN security methods currently available:
m  Host-based

m  Interconnect-enhanced

m  Storage-based

Each of these methods provides LUN security in different ways with somewhat
different capabilities. All these methods are secure from breaches of LUN security
if they are employed in a compatible environment and managed in accordance
with the operational and functional features of each method. These methods differ
mainly in the type, scope, convenience, and flexibility of LUN security provided.

Host-based security

Rev. 3.43

Host-based security is usually enabled through software, such as OpenView
Storage Allocater, and relies on host-based (server) agents, such as volume
managers and LUN control software, to implement LUN security management.
For Storage Allocater, server-based host agents act as filters to effectively isolate
the storage (LUNs) from the server’s operating system. This permits Storage
Allocater to provide centralized, secure, and "Always On" LUN management and
assignment from a centralized pool of storage.

Host-based security is generally considered the most flexible, scalable,
heterogeneous, and universal form of LUN security, because it is not dependent
on, or scoped by, hardware. Also, these applications are generally transport-
independent as well.

14-3



HP OpenView Storage Area Manager Fundamentals

Host-based security is a fairly fault-tolerant form of LUN security because failure
of the central management station server only temporarily suspends LUN
assignment changes, and does not suspend LUN security or access. Existing LUN
access assignment and security still continue to function in an "Always On"
manner based on the decentralized host agents.

Interconnect-enhanced security

14-4

Interconnect-enhanced security is based on limiting access to portions of the
interconnect infrastructure; thus defining LUN access through path control.
Interconnect devices do not currently have software functionality that permits
active LUN security management, and, in fact, interconnect devices cannot
currently distinguish LUNS. If interconnect device LUN security software
becomes available, the initial functionality will probably be similar to storage-
based security although more dynamic and flexible host-based security might be
implemented if the interconnect device is developed to function as a management
server, as well as an interconnect device.

Today, interconnect devices enhance LUN Security by providing three basic
methods of path control:

s Individual Port Control — Enable, Disable, and HBA or Storage Binding
by port

s Hard Zoning — Zones a collection of ports
m  Soft Zoning — Zones by World Wide Name (WWN) independent of ports

Any of these three path control methods can be used to enhance, but not replace,
the LUN security provided by host-based or storage-based LUN security.

Soft zoning is usually the preferred security enhancement for host-based security,
because the zoning can be confined to specific World Wide Names identifying
servers with host agents. In other words, soft zoning configures the fabric
interconnect to recognize, and communicate with, only devices whose World Wide
Names are included, or listed, in the soft zone. As a result, this form of zoning is
not vulnerable to unplanned physical connections, since unlisted devices plugged
into the fabric interconnect will not be recognized. soft zoning, once set up,
requires less attention from administrators and is virtually invulnerable to
accidental interconnect problems, such as the addition of unmanaged servers or
storage. Soft zoning is highly recommended as an enhancement to Storage
Allocater-managed, host-based LUN security. The reason for this recommendation
is that Soft zoning positively prevents the accidental attachment to a Storage
Allocater managed SAN of an NT/Windows-based server with no Storage
Allocater host agents deployed. Although Storage Allocater provides positive
LUN security in a configuration-managed SAN, soft zoning protects against an
accidental breakdown in SAN configuration management.
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Storage-based security

Storage-based security provides LUN Security from a storage device perspective.
This method provides LUN security for common storage devices, usually by
storage port or WWN. Storage device access control is usually based on Access
Control Lists (ACLs) configured by an administrator against storage ports, storage
controllers, or LUNs published by the storage device. The scope of the LUN
security management is limited to the storage device, itself, and the servers the
storage device can communicate with through port connections and the
interconnect infrastructure. This method requires administration at the storage
level, is limited in scope to common storage devices, and is hardware-dependent.
However, it provides a highly secure method for LUN Security.

When to use Storage Allocater

Rev. 3.43

Storage Allocater is a good fit for environments where:

m  There are an extremely large number of devices and/or hosts as this implies a
large number of assignments.

e  Storage Allocater adds the value of a single network view (as opposed
to manually configuring thousands of LUNs across hundreds of
servers).

m  Access control is required for storage devices that do not provide masking
(for example, JBOD, and/or tape).

m  The customer wants protection from un-assignment of storage in use, to
remove storage without reboots, and to automatically mount file systems on
Windows.
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Storage Allocater architecture

14 -6

Management Client(s)

SanManager
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SAN Host(s)
HostAgent
JCore server application

F3 Builder Agent Comp
F1 Core Agent Componel
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files files & log files

Allocater —
Native agent

Allocater Daemon
(not on all platforms)

diald
native, platform-specific daemon

Allocater Driver(s)
(not on all platforms)

Storage Device

The above diagram shows the Storage Allocater components that reside on the
management client, management server, and SAN host. As with other Storage
Area Manager applications, Storage Allocater delivers its functionality in a set of

Jcore components.
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Storage Allocater client components
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Management Client(s)

SanManager
phluid GUI / JCore Server application

JCore Components
1 Accountant Gui Panels

Allocater Panels
Allocater Dialogs and Wizard

Allocater Summary Reports
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ovsam agent
command-line JCore application

Three Storage Allocater components reside on the management client:

Storage Allocater panels and configuration dialog — Extends the tree to
include Storage Allocater-specific navigation, and adds LUN Allocation view
panels

Storage Allocater dialogs and wizard — Allows Storage Allocater
activation using the look-and-feel of other deployment dialogs, and adds
Storage Allocater Edit dialog; Activation wizard allows retention of storage
access while activatingAllocater summary reports — Enables creation of
Storage Allocater reports.
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Storage Allocater management server components
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The following Storage Allocater components reside on the management server:
s Command/Information Request Interfaces

m  Reality-to-Policy Engine

s Command Engine

m  Layered Security Coordinator

Command/Information Request Interfaces

14-8

The Command Request (CR) and Information Request (IR) interfaces are the main
programmatic interfaces into the Storage Allocater management server component.
The Storage Allocater client GUI uses these interfaces to present information to,
and handle requests from, the user.

All of Allocater’s assignment, grouping, and object creation or deletion operations
are available through the CR interface.

The IR interface provides lists of Allocater objects, which may be filtered and
sorted by user-defined filters. One purpose of the IR interface is to place the
performance strain of sorting and filtering on the management server.
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Reality-to-Policy Engine

The Reality-to-Policy (R2P) engine monitors the difference between reality
(access control currently active in the storage network) and policy (access control
the administrator has defined for the storage network). If it finds differences, the
R2P engine attempts to make reality match policy. If reality cannot be made to
match policy, R2P updates the policy to ensure that future assignment changes
account for the active access control configuration. A secondary goal of R2P is to
monitor the activation state and health of Storage Allocater’s storage consumer
filters. If R2P finds a problem, it notifies the administrator through the event panel.
(Users can assign triggers to the event, if needed).

R2P was implemented to help ensure that the access control policy that the
administrator desires is actually in place. If the storage network is operating
properly, the R2P engine is not actively needed because there will not be conflicts
between reality and policy. When an unforeseen event causes reality to differ from
policy, the R2P engine corrects it.

Command Engine

This block of logic processes all commands from the Command Request Interface
and the Reality-to-Policy Engine in a synchronized fashion. This allows multiple
Storage Allocater GUI/CLUI client requests and internal requests to be processed
with all interdependencies between the requests understood and managed
appropriately.

For example, if one administrator assigns an unassigned logical unit to host A, but
a different administrator tries to assign the same logical unit to host B shortly
afterwards (it takes a short time for client GUIs to update), the second request to
assign the logical unit is rejected. If the current state of the logical unit does not
match its state when the assignment request was made, the Command Engine
rejects the request in order to ensure consistent and correct assignments.

The Command Engine also separates requests into basic assign and unassign
operations, and packages the requests into batches that are handed to the Layered
Security Coordinator (LSC) for processing.

Layered Security Coordinator

Rev. 3.43

The LSC processes batches of assignment and unassignment requests that it
receives from the Command Engine (a batch usually contains all interdependent
requests). The LSC tries to carry out the requests it receives, and if errors occur,
will undo the changes in a sensible way (depending on the batch request
semantics).

The term layered refers to the plug-in design of the LSC that allows it to manage
not only host-based access control, but also other access control methods.
Currently, the LSC only supports Storage Allocater’s host-based access control.
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Storage Allocater SAN host components

SAN Host(s)

HostAgent
JCore server application

JCore Components

Allocater Agent Components

F3 Builder Agent Comp

F4 Core Agent Components

config data trace
files files  &log files

Allocater —_
Native Agent JLASSignments

Allocater Daemon
(not on all platforms)

diald
native, platform-specific daemon

Allocater Driver(s)
(not on all platforms)

Storage Device

The following Storage Allocater components reside on the SAN host:
m  Storage Allocater Host Agent
m  Local Assignment Database

m  Access Control Components

Storage Allocater Host Agent

14-10

The Storage Allocater Host Agent is comprised of two parts: A JCore component
that runs as part of the normal Storage Area Manager Host Agent, and a native
compiled library (one for each supported operating system) that provides a bridge
between the JCore component and operating system specific software. The main
purpose of the common Host Agent is to listen for requests from the management
server and convey those requests to the native Storage Allocater components.
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Local Assignment Database

SAN hosts running Storage Allocater can run autonomously (without
communication from the management server) once their LUN assignments are
configured. This method of operation is achieved by storing each host’s
assignments in a local assignment database. The location and form of the local
assignment database varies depending on the operating system, but it is always
stored in a secure location with root access-only permissions. For example, on
Windows systems the assignment database is stored in the registry with SYSTEM
account permissions.

The local assignment database is used when a host configures logical unit access
early in the boot process, without the need to contact the management server.
Storage Allocater manages the contents of the local boot database, and
administrators cannot manage these contents directly. The Reality-to-Policy
Engine monitors the contents of the local assignment database to ensure that it is
consistent with the configured access control policy.

Access control components

Access control is provided by specialized software components that run as drivers
in the kernel of the operating system, or as a daemon. These components provide
logical unit access control by using assignment information that is obtained from
the local assignment database, or received from the management server. This
information is used to filter operating system I/O paths and to manipulate storage-
related operating system data structures. The process used to accomplish this
varies depending on the operating system.

Windows NT hosts

SCSI Filter Driver (trfilter.sys)

m  Sits in the I/O path and blocks unauthorized SCSI requests

Disk Class Filter Driver (trdisk.sys)
m  Replaces the standard Windows disk class driver for SAN attached storage
m  Allows for dynamic assignment and unassignment

s Windows NT does not provide this capability as part of the standard disk
driver

m  Support for common multiple-path drivers used with multi-ported storage
arrays
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Windows 2000 hosts
Assignment filter driver (Trlm.sys)
m  Blocks any I/O targeted at LUNSs that are not assigned to the host

m  Specialized functions:

e  Dynamically hiding and exposing LUN devices when they are enabled
or disabled

e  Support for common multiple-path drivers used with multi-ported
storage arrays

m  Other Windows 2000-specific components loaded with the Host Agent:

e  Portion of the native library helps driver unmount file systems and
remove device nodes associated with LUNs that are to be unassigned.

e  Dynamically loaded library (TrlmCheck.dll) monitors registry entries
critical to the proper operation of the filter driver

Linux hosts
Linux Loadable Kernel Driver Module (trfilter.o)

m  Sits between different class drivers (disk, generic, and tape) and the SCSI
mid-level driver, and filters all logical units seen by the class drivers

m  Also provides additional features that are not part of the standard Linux
operating system:

e  Dynamic rescan capability
e  Dynamic detection of devices on plug-in
e  Device file persistence across reboots

e  Multiple path detection

14 -12 Rev. 3.43



Storage Allocater

Solaris hosts
Configuration File and Boot Database (sd_fcst.conf)

m  Ability to control which class driver Allocater uses to control different
classes of devices (tapes, controllers, media changers, and so forth)

Single Filter Driver (sd_fcst)

m  SAN-attached HBAs are configured to use this driver, instead of the standard
Solaris disk class driver

m  Special features (relative to Solaris scsi disk class driver):
e  Dynamic assignments and unassignments of LUNs

e  Dynamic discovery of newly attached storage, without modifying driver
configuration files

e  Fibre channel friendly error recovery

HP-UX hosts
Access Control Daemon (TRAllocater d)
m  Non-kernel invasive approach to filtering

m  Kernel components allowed to discover all devices, but daemon hides
unassigned LUNSs from the user after discovery has been run

m  Allows the assignment of LUNs without running ‘ioscan’

Ioscan Replacement
m  Original ioscan is preserved on the system

m  Allocater-aware ioscan calls into original i0scan, and then notifies daemon
that scan has taken place, so that the daemon may perform filtering

m  Joscan does not return until filtering has taken place

Rev. 3.43 14 -13



HP OpenView Storage Area Manager Fundamentals

AIX hosts
Access Control Daemon (TRAllocater d)
s Non-kernel invasive approach to filtering

m  Kernel components allowed to discover all devices, but daemon hides
unassigned LUNSs from the user after discovery has been run

m  Allows the assignment of LUNs without running ‘cfgmgr’

cfgmgr Replacement
m  Original cfgmgr preserved on the system

m  Allocater-aware cfgmgr calls into original cfgmgr, and then notifies daemon
that scan has taken place, so that the daemon may perform filtering

m  Cfgmgr does not return until filtering has taken place
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Managing storage assignments and groups

Storage Allocater controls storage access and provides security by assigning LUNs
to specific hosts or groups.

This section covers the types of groups that can be created, the rules that are
associated with them, and how to make assignments and unassignments.

Getting started—Host LUN Allocation View panel
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The Host LUN Allocation view panel provides a list of all LUNs to which a

selected host has access. For a host to access LUNs, they must first be assigned to
that host.

To view all the LUNSs that are assigned to a specific host, select that host and click
the LUN Allocation tab.

The procedure displays a list of the host's assigned LUNS, their properties, LUN

group, and whether they are exclusively assigned, or assigned through a shared
assignment.

Note

When Allocater is first activated, no LUNSs are available to any hosts and the
view panel is empty.
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Assigning LUNs to a host
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To assign LUNS to a host, right-click the host in the Resources tree and select LUN
Allocation. The procedure displays the Edit window, which has tree tabs:
Assignment, Properties, Host Settings.

Storage and group assignments are made by moving logical units and groups
between the Available to Assign and Assigned sections in the Edit window's
Assignment tab. All assignment changes are pending until you click the Apply
button.
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The following features are available from the Edit window Assignment tab:

Look in box — Lists the items that are assigned or available to assign.

Up Folder button — Causes the table to show the contents of the parent of a
Group. The parent will now be displayed in the table. Organizational groups
can be nested within other Groups.

Find button — Searches for available LUNs, LUN groups, associated LUN

groups, or hosts. Depending on what is selected in the Look in box when you
click Find, Storage Area Manager prompts you for the search criteria. When

editing hosts and share groups, the Find tool searches for items that are

visible to the selected host or share group. To view all items, check the Show
All check box.

Undo button — Undoes pending assignment changes prior to clicking Apply.

Preview Button — Launches a dialog that displays a list of items that are
pending configuration from the current session.

Export XML button — Exports all pending assignment changes to an XML
file. The exported file can be used to configure assignment changes remotely
with the command line user interface (CLUI).

Apply button — Applies assignment changes.
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Viewing host properties and host settings
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Allocater components

Host Agent Version |[I3 00.00.0300
Disk DriverVersion |03 00.00.0300
ScsiPort Filter Version |DE 00.00.0300
ScsiPort Upper Filter Version |UE 00.00.0300
HBA Driver List Version |DS 00.00.0300
CliClient Version |UE 00.00.0300
Symarray Compatibility m|

Driver Extended Logaing to Systemn Log m

Apply I Cancel | Help |

To set the properties for a group or host, select the Edit window Properties tab.
Editable properties for groups include: name, description, and lock state. Editable
properties for hosts include name and lock state. Rename hosts using the Rename
object features.

Note

When a group is locked, you cannot change its name, description, or
assignments; when a host is locked, you cannot change its description or
assignments.
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To specify settings for a host, select the Edit window Host Settings tab. The
content of this tab varies depending on the operating system of the host selected.

For all platforms, the versions of the installed Storage Allocater components are
displayed.

On Windows NT hosts only, users can edit the Windows NT Registry through the
Host Settings tab. The registry settings available through this tab affect Storage
Allocater's logging features and Allocater's performance when used with certain
third-party hardware and software.

! Important

See the hp OpenView storage area manager administrator’s guide for
recommended registry settings.
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Viewing LUN information
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Once LUNSs are assigned to a host, you can view detailed information about them.

To view LUN information, select the LUN in the LUN Allocation view panel and
click the Edit Selected button. The Logical Unit Information window displays the
following items:

Logical Unit Name: The LUN's name. This name is initially generated by
Storage Area Manager, and can be changed in this window.

The Manufacturer and Model of the storage device that contains this LUN.
Firmware Revision: The version of the firmware on the listed LUN.

The node World Wide Name of the storage device.

Device: The name of the storage device that contains this LUN.

Size: The capacity of the listed LUN.

Type: The type of storage device that contains the LUN.

Assignment: The host, associated LUN group, or share group to which the
LUN is assigned.

LUN Group: The LUN group that contains the LUN.
Description: A description of the LUN.
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Storage Allocater groups
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After activating Storage Allocater, you can create security and organizational
groups. These groups are optional, but they help you to streamline storage
assignments and organize information within the Storage Area Manager’s user
interface.

Share groups and associated LUN groups are called security groups because their
manipulation affects storage access.

Host groups and LUN groups are called organizational groups because they are
used to organize information in the Storage Area Manager user interface.
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Host group rules
m  Can contain hosts or other host groups

m A host can be a member of only one host group

LUN group rules
m  Can contain logical units and other LUN groups
m A logical unit can be a member of only one LUN group

m  To assign logical units that are part of a LUN group, you must select and
assign the individual logical units from within the Group. If you want to
assign and unassign several LUNs as a unit, use the associated LUN groups feature

Share group rules
m A host can be in one or more share groups

m  Logical units and associated LUN groups can only be assigned to one share
group

m  Logical units and associated LUN groups can be assigned directly to hosts
that are members of one or more share groups.

m  Share group hosts have exclusive access to any storage that is assigned to
them directly

m  When editing share groups, you cannot apply a configuration request that
includes host and logical units or associated LUN groups. You must assign
and unassign hosts and storage separately.

Associated LUN group rules
m  Can contain logical units
m  Assignment and unassignment changes can be applied with a single request

m  Ifarequested assignment or unassignment is not successful for all of the
group members, the operation fails for the entire group.

m  When you assign or unassign storage from an associated LUN group that is
assigned to a host or share group, the storage is automatically assigned or
unassigned from the host or share group hosts
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Creating groups
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To create either a security or an organization group, access the Applications tree.
Next, right-click the desired group type and select New Group from the short-cut
menu. Enter the group properties, including the group name and a description.
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Types of assignment/unassignment

14-24

There are three types of assignments in Storage Allocater:

m  When you assign items to host groups and LUN groups, the items become
part of an organizational structure that is displayed in the Storage Area
Manager user interface.

m  When you assign storage to a host or share group, the individual or grouped
hosts are granted read-write access to the assigned storage.

s When LUNSs are grouped into an associated LUN group, they are bound
together and must be assigned and unassigned as a unit.

In general, unassignments work the same way as assignments. When you unassign

items from an organizational structure, they are removed from that structure. When
you unassign storage from a host or share group, the storage is no longer available

to the affected host(s).

Rev. 3.43



Storage Allocater

Working with organizational groups
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Organizational groups provide a way to logically organize hosts and LUNs. When
you assign items to host groups and LUN groups, the items become part of an
organizational structure. They do not affect storage access.

Organizational groups allow you to create a hierarchy of groups. When you are
configuring and viewing organizational groups, you may have to expand several
group levels in order to select a group.

To access the Edit window in order to manage group assignments, select the group
and click the Edit Group button.
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Share groups
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A share group is a security group that can contain hosts, LUNs , and associated
LUN groups. Each host in a share group has read-write access to all the assigned
LUNSs and associated LUN groups. Share groups can be used to share data LUNS,
or LUNS that are needed by utilities on all systems that access data LUNs on a
specific device (for example, array management LUNS).

/N

Caution

When using share groups with data LUNs, you must use an application that
preserves data integrity on shared storage (for example, Microsoft Cluster
Server on Windows NT or Veritas Cluster Server on Solaris). Without this
type of application, data corruption may occur.
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Associated LUN groups
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An associated LUN group is a security group that allows you to group a set of
LUN:s into a single assignable item. Once grouped, the LUNSs can be assigned only
as a set. Associated LUN groups can be used for any set of LUNSs that needs to be
assigned or unassigned as a unit (for example, stripe sets, mirror sets, and sets of
LUNs that contain parts of the same database).

When assigning and unassigning associated LUN groups, if the requested
assignment or unassignment is not successful for all the group members, the
operation fails for the entire group.
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Viewing group properties

@\ Edit Share Group: Finance Backup Group ll

Assignmerg Properties

Modify Settings
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[ Locked I
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To view group properties from the Edit window, click the Properties tab.

If the Group is “locked,” you cannot change its description or assignments. Only
Administrators are able to lock or unlock groups.
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Working with associated LUN groups
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Using assigned LUNs
After assigning LUNs, consider the following OS-specific guidelines:

Windows hosts

m  Ifa file system exists on the LUN, the LUN is automatically mounted if a
(free drive letter exists).

m  The use of Disk Administrator is required if the LUN doesn't already contain
a file system or no driver letter is available.

m  Ifa file system was once assigned a drive letter, Allocater attempts to make
that file system available at the same drive letter when assigned.

Unix hosts

m  [fa UNIX file system already resides on the disk, then it is accessible as soon
as it is mounted.
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Special unassignments
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In some cases, usually when a host or share group cannot release LUNs that are in
use, a host, LUN, or associated LUN group cannot be unassigned with the
Unassign command. In these cases, check the involved Windows, Solaris, Linux
or AIX hosts and try to solve the issue that prevents the unassignment.

Note

For tips on troubleshooting unassignments, see the HP OpenView
Storage Area Manager Administrator’s Guide, chapter 8.

If the item still cannot be unassigned, use the Special Unassign command, which
requires a reboot of all affected hosts.

When using the Special Unassign command, note the following:

m  When you right-click one or more assigned items and select Special
Unassign, the selected items are dimmed in the list on the right and added in
magenta to the Unassign List on the left. A green-and-magenta arrow appears
in the Status column beside the moved items in each list, indicating that a
special unassignment is pending.

s Until you click the Apply button, you can undo a pending special
unassignment by selecting an item in the Unassign list and clicking the Undo
button, or by dragging the item from the Unassign List into the Assigned
section of the Edit window. Once you apply a special unassign request, you
cannot undo the request, and you must reboot the affected hosts.
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When you try to perform a special unassignment, Storage Area Manager first
tries a regular unassignment. If the regular unassignment is successful, the
item that was unassigned is removed from the Assigned section of the Edit
window and is available for immediate assignment elsewhere. If a regular
unassignment is not possible, the item remains in the Assigned section of the
Edit window, and is listed in magenta text.

If a host that is involved in a special unassignment is in one or more share
groups, the host is listed in magenta text in the Edit Share Group window
until it is rebooted.

When you click Apply, the Configuration Status window displays and reports
the status of the requested special unassignment. If hosts need to be rebooted,
they are listed in the Configuration Status window and in the event panel.

You cannot special unassign hosts from a share group at the same time that
LUNs or associated LUN groups are being special unassigned. You must
special unassign hosts and storage separately.
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Viewing LUN allocations

LUN allocation information is available in the view panel and in the form of
reports. This section covers the view panels and reports that Storage Allocater
provides, the contents of each, and how to access the information.

Viewing the host LUN allocation summary

Rev. 3.43
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To view a list of all hosts that have Storage Allocater activated, select the desired
host-related folder in the Resources tree and click the LUN Allocation tab.

The host LUN allocation summary includes:
m  Host name

m  Storage Allocater activation status

m  Exclusively assigned capacity

s Number of exclusively assigned LUNs
m  Shared capacity

s Number of shared assigned LUNs

14 -33




HP OpenView Storage Area Manager Fundamentals

Viewing host LUN allocation details
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To view LUN allocation details of a specific host, select the host in the Resources

tree and click the LUN Allocation tab.
Host LUN allocation details include:

m  Host properties, including: lock status, date last modified, and the host group,
(if any).A listing of all LUNs that are currently assigned to the selected host

with:
° LUN number
. LUN size

. Device name
e  LUN group (if any)

e  Assignment
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Viewing the storage device LUN allocation summary
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To view a summary of LUN allocation statistics for all storage devices, select
Storage Devices in the Resources tree and then click the LUN Allocation tab.
The storage device allocation summary includes:
m  Storage device
m  Unassigned capacity
m  Unassigned LUNs
m  Exclusively assigned capacity
m  Exclusively assigned LUNs
m  Shared assigned capacity
m  Shared assigned LUNs
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Viewing storage device LUN allocation details
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To view LUN allocation details of a specific storage device, select the storage
device in the Resources tree and click the LUN Allocation tab.

Storage device LUN allocation details are provided in the form of two pie charts.

The top chart illustrates the amount of LUN capacity that is unassigned,
exclusively assigned, and shared.

The bottom chart illustrates the number of LUNs that are unassigned, exclusively
assigned, and shared.
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Viewing the logical units panel
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To view a listing of all LUNs configured for all storage devices or a specific
storage device, select Storage Devices or a specific device in the Resources tree
and then click the LUN Allocation tab.

The procedure display the Logical Units panel which includesLUN size
m  LUN type

m  LUN group the LUN belongs to (if any)

m  Host the LUN is currently assigned to (if any)
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Viewing LUN allocation reports
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Storage Allocater reports are a filtered display of logical units that output in a
“print-friendly” format. There are three reports that can be created:

m  All logical units in the storage network

m  All the logical units that are assigned in the storage network

m  All the logical units that are not assigned

Create reports from the following launch points:

m  Storage Allocater home page

m  Tools— Storage Allocater — LUN Allocation Report
m  Domain Node, LUN Allocation tab
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Activating Storage Allocater

To take advantage of the storage access control provided by Storage Allocater, you
must activate the application on every SAN host within a storage network fabric.

Rev. 3.43

Storage Area Manager provides three methods to activate Storage Allocater. The
table below lists methods, the customer environment appropriate for each method,
and the timing the activation should take place within the initial setup of Storage

Area Manager.

Storage Allocater Activation Methods

Method Customer Scenario Timing
Within Storage Area Manager  New SAN When prompted by the Setup
Setup Assistant Assistant

Using the Storage Allocater
Activation wizard

Existing SAN with LUN
security managed by zoning or
another storage-based
security method

After using the Setup
Assistant, starting the
discovery process, and adding
undiscovered hosts

Locally using CD-ROM

Host behind a firewall

After using the Setup
Assistant, starting the
discovery process, and adding
undiscovered hosts
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The Allocater Activation Wizard
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{2 Activating Allocater on uall.rosehp.com i : x|

Allocater Activation Wizard

Allocater Activation
The Allocater Activation wizard helps you integrate Storage Allocater into an existing storage

> Introduction netwark onwhich LUR security is managed by zoning or another storage-hased security method.
Associated LUN Groups The wizard allows you to activate Storage Allocater without interruption to storage access on
hosts with existing storage. As you progress through the wizard, you will have the opportunity to
Share Groups corfigure associated LUN groups, share groups, and LURN (management path) assighments for
Management Paths the selected hosts.
Preview This wizard can anly be used to activate Allocater on a hostif:
Summary ® the Host Agent sofware has heen deploved to the host

® the host has been discovered by Storage Area Manager
# the hostis connected to the storage network
# Storage Allocater is not active on the host

Lise the huttons at the hottorm of the window to navigate through the wizard. Click the Help button
1o views more detailed information about the task that is currently displayed.

MNOTE: Actual assignments do not take place until you click the Finish button at the end of the
wizard,
Click the Mext hutton to continue.

Mext = Cancel

The Storage Allocater Activation wizard integrates Storage Allocater into an
existing storage network on which LUN security is managed by zoning or another
storage-based security method. The wizard allows activation of Storage Allocater
on hosts that are using existing storage with minimal or no interruption to storage
access.

The wizard enables activation and assignment to occur in a single step.
Additionally, it allows assignment by management path versus LUN.

Use the LUN assignment feature when the storage devices in the environment use
device management applications requiring connectivity to command LUNs. Also,
use the Activation wizard when a storage device that requires at least one of its
LUN:s to be assigned to a particular host before any of the LUNSs are visible to that
host.
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Launching the Allocater Activation Wizard
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To launch the Allocater Activation wizard, select Tools — Manage Host Agent —
Allocater Activation Wizard.
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Starting the Allocater Activation Wizard
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{2 allocater Activation Wizard i =1ol =]
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The Managed Host List contains all the hosts that are running the Host Agent
software.

Note

If the Host Agent software was installed locally on a host, the host will not
appear in this list. To add a locally installed host to the list, open the Install
Host Agent window, enter the host in the Add Single Host area, and click the
Add Host button.

It includes the following information for each host:

m  The status of the current operation

m  The host name

m  The host's operating system

m  The current process step in the activation procedure

m  The percentage of the activation procedure that is complete

m  The date and time of the last host action that was performed through the
Setup Assistant or Manage Host Agent menu

m  If Storage Allocater is active on the host

n If the host needs to be rebooted

Note

The information about rebooting applies only to the current Storage Allocater
activation session. This information will not be saved when you close the
window.
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Configuring associated LUN groups

Displays hostname
currently being

activated = A

Allscater Astivation Configure Associarwacorvsroaps

An associated LUMN group allows you to group a set of LUMNS into a single assignahle item.
Associated LUMN groups can be used for any set of LUMNS that needs to be assigned and

»=  Associated LUN Groups unassigned as a unit, for example, volume groups, stripe sets, or sets of LUMNSs that contain parts
ofthe same database.

#2) Activating Allocater on uall.rose.hp.com
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Management Paths Llse this window to create associated LUM groups, edit thern, and assign them to the host.

Click the Next huttan ta cantinue.
Preview

Summary

&1 Create and configure an Assaciated LUN Group x| Status Mame

Mame

Description o o o =

| 1

= _4 Management Paths |E5 Status Mana LUMN
ER=)
o Bhy rdewrBANICSI0I0
(2] HP 18.2G MANZTE4M
~Bhg jdevidskic1t15d0
-E2] HP 152G MANZTE4M)
By sewdskic 3t 50

o [
By Idewidskic410d0
1

3

by jdevidskic 410d1 EL
= Hack | [egt =

Idevidskic t0d2

Cancel | Help |

2
&)
3

- Bhy jdevidskic410d3
4
By

4
iewidskic0dd 6—
_>l_I N

1 e |

oK I Cancel | Help |

Use this step in the wizard to create an associated LUN group. Associated LUN
groups are used to group a set of LUNSs into a single, assignable item. Use them for
volume groups, stripe sets, or sets of LUNs that contain the same database.

To create an associated LUN group, drag and drop LUNs from the visible list (left)
to the Pending Assignments list (right). Alternatively, use the Assign button to
move LUNSs.

Note

Actual associated LUN group assignments do not take place until you click the
Finish button at the end of the wizard.

Note

To undo a pending assignment, select one or more LUNS in the pending
assignments list and click the Undo button, or drag selected LUNs from the
pending assignments list into the visible LUNSs list.
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Configuring share groups
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#2) Activating Allocater on ual 1.rose.hp.com |

Allocater Activation
Introduction
Associated LUN Groups

B= Share Groups
Management Paths
Preview

Summary

Configure Share Groups

A share group allovws you to group a set of hosts, LUNs, and associated LUN groups. The hosts
in a share group have exclusive read-write access to all ofthe assigned logical units and
associated LUMN groups.

Lse this window to create and edit share groups, and assign the selected hostto share groups.
Click the Next button to continue.

llllll ﬁghare Gmups SR et e

il

Create | Delete | |

Cancel | Help |

Use this step in the wizard to create a share group. Share groups are used to group
a set of hosts, LUNSs, and associated LUN groups.Hosts in a share group have
exclusive read/write access to all of the assigned LUNs and associated LUN

groups.

To create a share group, drag and drop LUNs from the visible list (left) to the
Pending Assignments list (right). Alternatively, use the Assign button to move

LUN:S.

When using the Activation wizard, you can add the selected host to share groups,
but you cannot add additional hosts. To add additional hosts to share groups, use
the standard procedure for modifying share groups.

Note

Actual associated share group assignments do not take place until you click the
Finish button at the end of the wizard.

Note

To undo a pending assignment, select one or more LUNSs in the pending
assignments list and click the Undo button, or drag selected LUNs from the
pending assignments list into the visible LUNSs list.
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Selecting management paths
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42 Activating Allocater on uall.rosehp.com

Allocater Activation
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Associated LUN Groups
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Preview
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Configure Management Paths

Use this window to configure the selected host's LUN assignments. All ofthe LURs that are
vigible to the selected host are listed by LUN name. The host's management pathis) to a LLIN

can be viewed hy clicking the [+] next to the LUM name.

Afteryou assign LLINs to the selected host, click the Hext hutton to continue.
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Use this step in the wizard to give a host exclusive access to LUNs. View a host’s
management path(s) to a LUN by clicking the * next to the LUN name.

To make assignments, drag and drop LUNSs from the visible list (left) to the
Pending Assignments list (right). Alternatively, use the Assign button to move

LUN:s.

14-45



HP OpenView Storage Area Manager Fundamentals

Previewing activation
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ﬁ:i\ Activating Allocater on uali.rose.hp.com

Allocater Activatioh
Introduction
Associated LUN Groups
Share Groups
Management Paths

= Preview

Summary

Preview Activation

This window summarizes the pending configuration changes. Review the information below,

and click the Finish button to start the configuration process.

RWOTE: Click the Back button ta gao hack and edit your configuration changes, or click Cancel to

cancel all pending configuration changes.

Host Assignments
uall.rose.hp.com

Asgign Management Paths LUN MName

fdew/dsk/'cdt0d3 3

fdev/dskr/c0d2 2
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= Back | Cancel | Finizh |

Use the final step in the wizard to preview a summary of configuration changes.
Click the Finish button to start the configuration process. Click the Back button to
go back and edit the configuration changes, or click Cancel to cancel all pending

configuration changes.
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Managing hosts and LUNs

This section covers procedures that need to be performed due to changes in the
environment, such as:

m  Moving a Storage Allocater host from one management server to another.
m  Hardware failures that cause hosts to go offline.

m  Adding/removing storage devices from the SAN.

Additionally, this section covers Storage Area Manager rogue server event
notification and how to configure Storage Area Manager to perform a specified
action in the event a rogue host is detected.
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To move a Storage Allocater host from one management server to another, you
must uninstall the Host Agent software from the host, and then reinstall the Host
Agent software and activate Storage Allocater from the new management server.
This step is required because the Host Agent software is tied to an individual
management server that is configured during the installation of the Host Agent

software.

1. Unassign all storage from the host and remove the host from any share
groups.

2. Detach the host from the storage network.

3. Uninstall the Host Agent software from the host.

4. In the Storage Area Manager Resources tree, right-click the host and select
Delete <host name> on the shortcut menu.

5. Ifnecessary, connect the host to the same LAN as the new management
server, but do not attach it to the storage network.

6. Install the Host Agent software from the new management server and activate
Storage Allocater, as described in the HP OpenView Storage Area Manager
Installation Guide.

7. Attach the host to the storage network.

Rev. 3.43



Storage Allocater

Managing a “dead” host

Rev. 3.43

If a host goes offline because of a hardware failure and it cannot be brought back
online to unassign its storage, use the following procedure to remove the host from
the storage network:

1. Detach the host from the storage network.

2. In the Storage Area Manager user interface, right-click the host and choose
Delete <host name>.

3. When prompted to confirm the deletion, click Yes. When the host is deleted,
it is removed from the Storage Area Manager database, all of the storage
assigned to it is unassigned (which makes it available for assignment to other
hosts), and the host is removed from any groups it is assigned to.

If the host becomes usable, but it is not going to be reattached to the storage
network, use the local uninstall procedure to uninstall the Host Agent software
from the host. For uninstall instructions, see the ip OpenView storage area
manager installation guide.

If the host becomes usable and it is going to be reattached to the storage network
and added back into the Storage Area Manager database, then it is not necessary to
uninstall the Host Agent software. Ensure that the host is not attached to the
storage network until it has been added back into the Storage Area Manager
database through the Ethernet network, and any potential multiple-writer situations
have been corrected.

A Caution
Reattaching a host to the storage network is not recommended. If the host is
reattached to the storage network before it is added to the database, it will have
access to any storage that was unassigned in step 3. If another host already has
access to this storage, a multiple-writer situation may occur and cause data
corruption.
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About missing LUNs
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When new storage is added to the SAN, hosts typically do not become aware of
the new storage until they are rebooted or they are directed to scan for new
storage. Such a scan may be triggered by various methods. Using the LUN
Discovery feature is one method (using Disk Administrator or running ioscan are
others).

To initiate a scan on a host, right-click the host in the Resources tree and select
LUN Discovery from the short-cut menu.

Note
The LUN Discovery command triggers an ioscan on HP-UX hosts.

Once a host on the network has found a new storage device, the Storage Area
Manager discovery process can discover the device. Depending on the host
platform and when the discovery process finishes, the devices may not show up
immediately in the Storage Area Manager user interface.

Use the LUN Discovery command when new storage has been added to the
storage network, but is not available for assignment through Storage Allocater.
Also use the LUN Discovery command if a host cannot find an assigned LUN.
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Deleting LUNs

When you delete a storage device from the Storage Area Manager database, you
must also delete the storage device’s LUNS, or they may be listed in the Edit
window even though the device is no longer attached to the storage network

Storage Area Manager rogue server notification

#LUCY_DOMAIN - hp OpenView storage area manager

File ¥iew Tools Help
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A Storage Area Manager rogue server is a host that has access to LUNs that are
not assigned to it, resulting in a possible multi-writer situation. A possible rogue
server is essentially the same. However, Storage Allocater cannot confirm it is a
rogue server because it is unable to make contact with the host for some reason
(for example, due to network issues).

Storage Area Manager automatically sends events to the Event view panel when
rogue hosts are detected. Storage Allocater checks each hour for rogue servers and
whenever Host Agents are restarted.
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Adding triggers for rogue server events

2 Add Trigger : |

Mame [MewTrigger

~Event C

ation

Categary IAIIocater 'l
Threshold IInformationaI 'l

Events

[ MULTIPLE_WRITER_SCENARIO ;I
v POSSIBLE_ROGUE_SERVER

[ REALITY_TO_POLICY

VR R

[ RUID_EMABLED_BUT_MOT_VISIBLE
[ SCSI_SCAN

<

-Action Configuration

Action IForwardTrapAction 'I

Parameter Value

HOSTS

TriggerConstraintsl QK I Cancel Help

If appropriate for the environment, use triggers to configure Storage Area Manager
to take the following additional actions upon detecting a rogue or possible rogue
server:

m  Forward trap
s Email

n Run command
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Learning check
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Storage Allocater provides which of the following types of LUN security?

a.
b.
C.
d.

Host-based security

Storage-based security

Interconnect-enhanced security

User-based security

Match the Storage Allocater component with its description.

a.

Command/Information
Request Interfaces

Reality-to-Policy
Engine

Command Engine

Layered Security
Coordinator

Local Assignment
Database

Access Control
Components

Common Host Agent

Native Compiled
Library

Specialized software components that
run as drivers in the kernel of the
operating system or as a daemon.
Provides LUN access control by using
assignment information in the local
assignment database or received from
the management server.

Processes commands from the
Command/Information Request
Interface and the Reality-to-Policy
Engine. Allows multiple Allocater
GUI/CLUI and internal requests to be
understood and managed.

Handles all assignment, grouping,
object creation, or deletion operations.
Monitors the difference between
access control currently active in the
storage network (reality) and access
control the administrator has defined
for the storage network (policy).

Allows Storage Allocater to run
without communication from the
management server once LUN
assignments are configured..

Provides a bridge between JCORE and
OS native Storage Allocater
components.

Listens for requests from the OV SAM
management server and sends request
to the native Storage Allocater
components.

Processes batches of assignment and
unassignment requests that it receives

from the Command Engine.
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3.

Describe the types of groups that can be created with Storage Allocater.

List the three methods available for activating Storage Allocater and describe
the appropriate environment for each.

To receive automatic event notification if a rogue server is discovered, a
trigger must be configured.

O True
O False

What Storage Allocater command makes hosts aware of new storage?

The Special Unassign command is required for HP-UX hosts.
O True
O False
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Objectives
After completing this module, you should be able to:
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List MoM features.

Set up MoM.

Monitor storage domains.
Manage events.

Launch management clients.

Install and authorize MoM clients.

Manager-of-Managers
Module 15
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MoM overview and features

15-2

The Manager of Managers (MoM) enables you to monitor up to 50 storage
domains from one console. You can configure MoM to retrieve and display status
and event information from each Storage Area Manager management server in
your environment. This feature allows Storage Area Manager to easily scale in
large, complex storage environments.

MoM is installed automatically with the management server. No additional license
is required. Additionally, MoM can be downloaded from the management server to
a remote management client.
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Setting Up MoM

@ Arcessories 4
Microsoft Excel

Microsoft PowerPoint

Microsoft Word

@ Paint Shop Pro & 4
E Microsoft FrontPage

Qe Area Manager

‘ﬁ! Modify Storage Area Manager
Select Management Server

i Lart Manager of Managers

Start Storage Area Manager

_E’No MoM user account il

@ hom Application user not vet created. Please create Mol user after its initial use.

Setting up MoM is a two step process:
1.  Create a user account.

2. Add storage domains.
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Creating user logins and passwords

_E_Storage Domains - hp OpenYiew SAM manager of managers ;IEIEI

s visw Y ot

@ &

Add Mod User

R Storage Domains

Storage Dormaing | List| map|

|Smrage Domain Management 5. | Location Status Connection

x|
Laogin |

Passward

Retyne Passward

Save I Cancel |

MNew Domain | S0t Domain | HK Delete Domain

aw

Storage Events Ewent Filter [None R S, | Total Everts: O Displayed Events D
Ack Severity © Occurred Source Category Event Type D
4 | 2l

| =

When the MoM user interface starts for the first time, the application notifies you
that no MoM user account has been created. For security reasons, HP recommends
that you configure a user account. This user account controls the users that have
access to MoM and the database information. The login and password information
needs to be entered only once.

To create a user account:

1.  Start the MoM user interface.

Windows hosts: Select Start — Programs — HP OpenView Storage Area
Manager — Start Manager of Managers.

Unix hosts: Navigate to /opt/sanmgr/mom/bin and enter the following
command: /mom

If no user account exists, the No MoM user account window displays.

2. Click OK. The Storage Domains — hp OpenView SAM Manager of Managers
window displays.
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3. Select Tools — Add MoM User.

Note

If you do not create a user account, you will have only guest privileges for any
domain that you add to MoM.

4.  Enter the user login and password.

5. Click Save when you are finished.
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Adding storage domains

15-6

‘B Create MoM Storage Domain x|
Diomain Mame |SElRing
Management Server |1 5.255.0100
Location |Santa Barbara, California
Login I‘&dministratur
PaSSWDI’d I************* ~ Dﬂ
Use Default Filters [vl
Severity Threshold |ru1inur LI
Connection

Maxirmurm Events |EDDD ‘ |

Browwse | 0134 I Cancel Apply | Help |

rd )
Mew Domain | EdilDoman K Delete Dormain

v
Storage Events Event Filter [None e B x P Total Events: 1 Displayed Events: 1
e Dormain Message
UPT_EVENT |&8 KINGYALEB_SAM1  |Port 13 chanaed state to online
|« i
[ Loading panel data... =4

To add storage domains:

1.

In the tree on the left side of the window, right-click Storage Domains and
select Add in the short-cut menu.

Enter the storage domain information. The following fields are required:
Domain Name, Management Server, Severity Threshold, and Maximum
Events.

Domain Name. The name of the storage domain. Click the Browse
button to choose from the available storage domains. The storage
domain name can be different from the name that is used on the
management server, and must be unique within the MoM application.

Management Server. The IP address of the management server.

Location. Any user-defined criteria for identifying the physical location
of the management server.

Login. A Storage Area Manager user name for the management server.

Password. A Storage Area Manager password for the management
server.

Use Default Filters. To use the default settings for the Severity
Threshold and Maximum events, mark the Use Default Filters check
box.
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Severity Threshold. The severity threshold value controls the severity
of the events that are displayed in the MoM event panel. When you
select a severity, that severity and all higher severity events are
displayed. For example, if you select the default value (minor), all
minor, major, and critical events are displayed, but information and
warning events are not displayed.

Maximum Events. The maximum events value controls the maximum
number of events displayed in the MoM event panel for the selected
management server. The default setting is 2000.

When the number of events on a management server reaches the MoM
application’s maximum events setting, the MoM application makes
room to display new events by removing events from the MoM event
panel. Acknowledged events are removed first, followed by low-
severity events, and then old events.

Important

For optimal performance, the recommended maximum number of events, for
all management servers combined, is 50,000.

Click OK. The storage domain displays in the Storage Domains view panel.

If after a storage domain has been added, you need to edit its properties, right-click
the storage domain in the tree and select Edit from the short-cut menu.
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Monitoring storage domains

MoM provides several methods for monitoring storage domains. This section
covers the features available for viewing storage domain information in both map
and inventory list forms, as well as the features provided for monitoring events.

Viewing storage domains

!:Storage Domains - hp OpenYiew SAM manager of managers

File Wiew Tools Help

=10l

R =)

B ge Domains
&6 KINGWALEB_SAM1

w8 KingValeBSAN2

Storage Domains| Listl Mapl

s Storage Domains

&4 KingvaleBSAM2 |3} uSam2

Location

|Roseville Califoria |

Status
Narmal |

Connection

Ijtorage Domain Management ...

55 KINGVALEB_SAM1 [0} 15.255.0.99

|Roseville California |

Normal |
|

Marmal | Normal

Mewve Domain

Edit [Barmain | W Delete Bomain

s,

Storage Events E\tentFiIterINnne A e S X P

Total Events: 1 Dizplayed Events: 1

Damain

ne
UPT_EVENT &8 KINGYALEB_SAM1

Message
|Port 13 changad state to online..

<]

Loading panel data

Ml

The storage domains view panel is the MoM home page. It shows the following

Management server: The IP address of the management server

Location: The user-defined location of the management server

Severity: The severity of the most severe unacknowledged event for the

information:
m  Storage domain name
|
|
|
storage domain.
|

15-8

MoM connection: The status of the MoM remote connection to the domain’s
management server. The possible values are normal and broken (no
connection to the management server).
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Viewing storage domain maps

L=
File iew Tools Help
EEE Y )
- r' &&G AN f#: Storage Domains
- 4 KingvalsBsanz Storage Domainsl List Mapl
N D | L D B[ e | 9] Scaie 0% | 2
Bl
o
Ui

e
UPT_EVENT |£8 KINGWALEB_SAM1  |Port 13 changed state to online

Kl
rs. 4
Storage Events Event Fitter [None [ S, | Total Events: 1 Displayad Events: 1
Domain Message

4

i

To view the map for a storage domain, click the Map tab on the view panel. The
storage domain map displays each storage domain and its connection to the MoM.

Link status is displayed as either up (green) or down (red). The color of the

domain icon represents the worst event status in the domain.

Rev. 3.43

15-9



HP OpenView Storage Area Manager Fundamentals

Viewing storage domain inventory

15-10

_E KY-SANZ - hp Open¥iew 5AM manager of managers

File “iew Tools Help

=10l x|

R T

B Storage Domains
[

olrce Count Description
Starage Metworks Starage Metworks
||Hosts Hosts

|lInterconnect Devices

Interconnect Devices

||storage Devices

MNAS Devices

MNAS Devices

Organizations

1
2
1
2|Storage Devices
0
1

Organizations

S, 4

Storage Events Event Filter [None W e T X P

Total Events: 53 Displayed Events: 53

4|

Ack Severity © Qccurred Source Category Event Type
Critical CQctober 1, 2002 5:30:11 .. |hostull rose hp.com Allocater ROGUE_SERVER :l
Critical Cctoher 1, 2002 6:30:11 ... |hostull.rose.hp.com Allocater ROGUE_SERVER —
Critical CQctober 1, 2002 7:30:11 ... |hostull rose hp.com Allocater ROGUE_SERVER
Critical CQctober 1, 2002 8:30:11 .. |hostull rose hp.com Allocater ROGUE_SERVER -

H

To view an inventory list for all storage domains, select Storage Domains in the
tree and click the List tab. To view an inventory list for a specific domain, select
the storage domain in the tree and click the List tab.

The List tab displays a count of the following resources:

Storage Networks
Hosts

Interconnect Devices

Storage Devices
NAS Devices

Organizations
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Viewing events

=T
File “iew Tools Help
G ta®s
E%ﬂ Storage Domains e GAND
& kv-saN S
ke List |
Resource Count Description
Starage Metworks 1|Storage Metworks
|Hosts 2Hosts
||InterconnectDevices 1|Interconnect Devices
||storage Devices 2/Storage Devices
MAS Devices 0MAS Devices
Customers 1|Customers
—
Storage Events Event Filter |None - o 4y By X P Total Events: 53 Displayed Events: 53
Ack Severity © Occurred Source Category Event Type
Critical Cictober 1, 2002 5:30:11 ... |host ull rose.hp.com Allocater ROGIUE_SERVER :l
Critical Cictober 1, 2002 6:30:11 ... |host ull rose.hp.com Allocater ROGIUE_SERVER —
Critical Cctober 1, 2002 7:30:11 ... |host ull rose.hp.com Allocater ROGUE_SERVER
Critical Cctober 1, 2002 8:30:11 ... |host ull rose.hp.com Allocater ROGUE_SERVER -
| Far— T . Fy— P ————— ,
| | il

Events for all monitored events display in the Event view panel. Each event entry
includes the name of the storage domain generating the event, as well as other
detailed event information (severity, source, category, type, and so on).
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:
Managing events
=loix]

File Wiew Tools Help

EERNY T
[ERk#] Storage Domains 0 . -
9 LINGYALER_ GANT f#: Storage Domains
L
...... i KingWaleBSANZ Storage Domains | LiStI Mapl
Storage Damain Management ... Location Status Connection
8 KingvaleBSANZ  [3) usAM2 |Roseville California | Mormal | Mormal |
8 KINGVALEB_SAM1 |04 15256089 [Roseville California | Mormal | Mormal |
New Damain | EditDomain | - 2K Delete Dormain
[=
Storage Events Event Filter [None B R G, Total Events: 1 Displayed Events: 1

UPT_EVENT L8 KINGYALER_SAM1  [Part 13 changed state to onling..

He

Loading panel data...

MoM includes the same event management features available within the main
Storage Area Manager GUI. Only MoM clients with administrative privileges can
acknowledge or delete events. If an event is acknowledged or deleted from MoM,
it is also automatically acknowledged or deleted on the corresponding

management server.
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Filtering events

|
Marme Filter Type Last Modified

Accountant Factory Default
Allocater Factory Default
Capacity Factary Default
Critical anly Factory Default
Datahase Factory Default
Mot critical Factory Default
Ferformance Factory Default

]

Mame |New EventFilter

Acknowledg... Severity Tirme Category Event Type  Domain
File Wiew
S 4
Em Add | Rermove | Rermove Al |
P K
L4
b QK | Cancel | Help |
add | oren || Deiete |
AanlyEelected|Eilter | Close | Help |
|| Mew Dumainl Editmarmzin | K Delete Dnmaml
~w
Storage Events Event Filter [None @S % x P Total Events: 1 Displayed Ewents: 1
Vpe Domain Message
UPT_EVENT 4 KINGYALEB_SAN1  [Part13 changed state to online
Kl |

=

I Loading panel data

MoM provides several default event filters, including storage domain. To create a
new filter, click the New Filters icon on the Event toolbar.
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Launching management clients

_E_BlistRing_DOMAIN - hp DpenYiew SAM Manager of Managers =]
File View Tools Help
e tass
B &3 Storage Domains || L BlistRing DOMAIN
i iz
------ &% DEFAULT_D
Wiew in Mews Yindow
Delet Count Description
elete biworks 4/storage Metworks
Edit 7|Hosts
I Launch Starage Area Manager ot Devices G(Interconnect Devices
= 5|Bridges
||storage Devices 20Storage Devices
MNAS Devices 0/MAS Devices
Unknown Devices 10/Unknown Devices
Organizations 0|Organizations
\ " KingvaleSANE - hp Opesiiew storage area mansger 10l x|
Fin Maw Tooks Heip ]
/ cesbenamsemn
2 Uritrenm Dt
® i Cegenizatioecs
AW -_
Storage Events Event Filter INone 'I [ % % Y
Acknowl... Severity © Occurred Nl
| Critical |October 3, 2002 5:24:45 ... | mesowcs [Armcatana]
| | €D Critical |October 3, 2002 3:18:04 .. e — e [ ] e o s oo 2o L
4 Acknies, Sty ¢ Sourcs Catugiey
) informnaional Bepcamber 16, 7007 35540 F | OY MaekgD | Capacly  VOLUME_GROUP_TH . [vslume group iees ] (5
3 h
=] |0 piscovmry on [

To launch management clients from MoM, right-click the storage domain and
select Launch Storage Area Manager from the short-cut menu.

Launching a management client requires that the management client or the storage
domain username/password have either guest or administrator privileges.
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Installing a MoM client

Rev. 3.43

g
| wpack - = - D 7 | @search GFavorkes (AHistory | By S - ﬁ
J File Edit ‘Wiew Favortes Tools Help HLmks »?
| address [&] http:f15.255.0.100:8040 | Pee

-

A I

invent

hp OpenView storage area manager - GUI downloads

Download the remote client GUI for your operating system:

¢ Download Windews Remote Client GUT [Win2k, WinXP]
¢ Download HP-TZ Remote Client GUT [HP-UX 11.00]
* Requires Metscape Browser installed and in §P ATH variable
* Reouires HP-TDC JRE

*

HP-T3C Client Tnstall script

*

HP-T2C Client Un-Tnstall script
o Download Solaris Remote Client GUT [Solaris 8]
* Requires Metscape Browser installed and in §P ATH variable

* Requires solatis JRE
*

Selaris Client Install script

*

Selaris Client Tn-Tnstall script

Configure hp OpenView storage area manager Managementserver:

o Add your client's IP Address to the authorizedChent access list.

NIEN

[&] Done [ |4 mtemet

MoM clients are supported on Windows, HP-UX, and Solaris hosts.

To download a MoM client to a windows host:

1.

Access the management server GUI Download page by typing
http://<hostname>8040.

Click the Download Windows MoM GUI link and save the momsetup.exe to
disk.

Double-click momsetup.exe and follow the prompts provided by the MoM
Installation wizard.

From the management server GUI Download page, add the MoM client’s IP
address to each management server it will be monitoring by clicking the Add
your client’s IP address to the authorizedClient access list link.
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Learning check

1. A special license is required to access Storage Area Manager MoM features.
O  True
O False

2. Which of the following is NOT a feature of MoM?
a. Provides Host Agent deployment to multiple SAN hosts at a time
b.  Consolidates filtered events from multiple management servers
c.  Provides in-context launching of multiple management clients

d.  Displays status from multiple management servers

3. Storage Area Manager supports up to 25 MoM user accounts.
O True
1 False

4. Each MoM client must be added to the authorizedclients.dat file of each
management server being monitored.

O True
O False
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troubleshooting
Module 16

Objectives
After completing this module, you should be able to:

Rev. 3.43

Identify tools available for troubleshooting Storage Area Manager.

Start and stop services on the management server and SAN host.

Investigate deployment issues by viewing Repair Hints and <hostname>.log.
Identify key log files used to troubleshoot Storage Area Manager.

Identify situations when it is appropriate to check the contents of ddt.cfg.
Gather troubleshooting information by running CLUI commands.

Use the SAMTools utility to troubleshoot problems.
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The Storage Area Manager database

Storage Area Manager uses a third-part database called Solid FlowEngine (version
3.7). The default maximum for the database is 5 GB.

m  Runtime files are stored in \sanmgr\managementserver\solid
m  The database configuration file is: \sanmgr\managementserver\db\solid.ini

m  Transaction log file is: \sanmgr\managementserver\db\solmsg.out

Database backup
The database automatically backs up daily at 11:00 a.m. and 11:00 p.m. Backups

are stored in sanmgr\managementserver\db\backup. They are overwritten each
time.If desired, write a script to copy backup files to a protected location.
Database commands

The following commands are useful in managing the Storage Area Manager
database:

s backupdb.cmd
e  Provides on-demand, online backup of the database
e  Backup stored in backup subdirectory, as specified in solid.ini

e  Check \sanmgr\managementserver\db\solmsg.out to determine if the
backup action has completed.

s createnewdb.cmd
e  Restores the database to the factory defaults
e  Any existing data in the database will be lost.

e  Stops all services, deletes the current database, restores the factory
default database, and then restarts the services

e  When Storage Allocater is installed, you must stop and restart the Host
Agent software after using this command.
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restoredb.cmd

e  Restores the database that was backed upAssumes the factory defaults
used in solid.inilf database has been relocated, this script will not work.

e  Restored database can be found in the backup subdirectory under
\sanmgr\management server\db

revivedb.cmd

e  Used to restore the database to the current state (last database saved by
the scheduled backup or by the on-demand backup)

e  Database is restored to the current state by inserting all of the
transactions found in the transaction log file
\sanmgr\managementserver\db\sol log

Specifying database locations manually

HP recommends that database locations be specified during initial installation
using the Setup Assistant. However, database locations can be specified manually
using the following procedure:

1.
2.

Rev. 3.43

Stop management server services

Move all sanmgr.db files (sangmr.db to sanmgr20.db) to another disk drive
on the management server.

If a third disk drive is available, move the \backup subdirectory to that drive.

Edit solid.ini to reflect the new location of the database files. The first of the
20 lines to be edited is shown below:

FileSpec 1=<new location path>sanmgr.db 256m

Continue scrolling down solid.ini to edit the line shown below to reflect the
new location of the data repository backup files.

BackupDirectory=<new location path>backup
Save the changes and close solid.ini.

Restart management server services.
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Sample solid.ini file

;/****************************************************************\
;** File * solid.ini

;**  Description * This is a predefined 'solid.ini' file for SOLID

;r* * Embedded Engine database

;%% NOTE * Please note that most settings are initially
e * commented out with ';' and SOLID executes using
;r* * the platform specific default settings.

;**  Copyright (c) 1992-2000 Solid Information Technology Ltd

;\****************************************************************/

;Server connection definitions as logical names

[Data Sources]

;original

;SOLID Embedded Engine eval server=tcp 1313,Local eval do connection

HP SAN Manager Repository Server=tcp 2600,HP SAN Manager Repository Connection

[Com]

;*** NETWORK NAME ***

; Listen=<protocol> <name or port>

;SOLID listens to the network using certain protocols and listening
;names or port numbers. Client processes must use a matching network
;name, when connecting to a server.

;The default listening names vary depending on platform.

;Select, edit and uncomment a suitable listening setting from below:

Listen=tcpip 2600 ; Generic
;Listen=tcpip 1313, upipe SOLID ; Unix
;Listen=tcpip 1313, shmem SOLID ; Windows

;Listen=tcpip 1313, decnet SOLID; OpenVMS
;Listen=spx SOLID ; NetWare

[IndexFile]

;*** DATABASE FILES ***

;FileSpec 1=solid.db 2000m ;filepath & maximum size in bytes
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;SOLID uses by default 'solid.db' as the first database file,

;with maximum size of 2 gigabytes.

;You may use m for megabytes or k for kilobytes.

;*¥** CACHE SIZE ***
;CacheSize=8m ; bytes

4

;SOLID uses platform specific default settings for cache size, until the

;following setting is uncommented.

;Please use multiplies of 8KB (database file block size)

;You may use m for megabytes or k for kilobytes.

.
14

CacheSize=64m

** Insert new path here
FileSpec 1=**sanmgr.db
FileSpec 2=**sanmgr2.db
FileSpec 3=**sanmgr3.
FileSpec 4=**sanmgr4.
FileSpec 5=**sanmgr5.
FileSpec 6=**sanmgr6.
FileSpec 7=**sanmgr’.

FileSpec 8=**sanmgr§.

& &6 66 & & 6

FileSpec 9=**sanmgr9.
FileSpec 10=**sanmgrlO.
FileSpec 1l=**sanmgrll.
FileSpec 12=**sanmgrl2.
FileSpec 13=**sanmgrl3.
FileSpec 14=**sanmgrl4.
FileSpec 15=**sanmgrlb5.
FileSpec 1l6=**sanmgrl6.
FileSpec 17=**sanmgrl7.
FileSpec 18=**sanmgrl8.
FileSpec 19=**sanmgrl9.
FileSpec 20=**sanmgr20.

Rev. 3.43

256m
256m
256m
256m
256m
256m
256m
256m
256m
256m
256m
256m
256m
256m
256m
256m
256m
256m
256m
256m

& 6665686668 &
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[Logging]

;*¥**% 1OG FILES LOCATION ***

FileNameTemplate=db\sol#####.1log

;SOLID writes by default the log files into the directory where it is
;started. However, it is recommended to store the logfiles on a separate
;physical drive than where the database files reside.

;Replace '<log file path>' above with the actual directory, where logfiles
;should be stored. The string '#####' will be substituted with the current

;log file sequence number by SOLID when creating new log files.

[General]

;*** BACKUP LOCATION ***

;BackupDirectory=<default backup path>

;There is no default location for backups. The backup directory can be
;given also as parameter to administration command 'backup'.

;It is recommended to store the backups on a separate physical drive than
;where the database files reside.

;Replace '<default backup path>' above with the actual directory, where

;backup files should be stored when 'backup' is started without parameters.

BackupDirectory=db\backup
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Tools for troubleshooting Storage Area Manager

There are a variety of tools and techniques that can be used to troubleshoot and
resolve problems with Storage Area Manager. They include:

Rev. 3.43

Product documentation
Starting/stopping services
Device release notes

Repair Hints

Log files

Configuration files (ddtcfg.prp)
CLUI commands

SAMTools

Troubleshooting hints
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Product documentation

Refer to the following documentation for symptoms and resolutions of all potential
problems known at the time of product release:

m  Chapter 6: Troubleshooting, ip OpenView Storage Area Manager
Installation Guide

m  Chapter 9: Troubleshooting, ip OpenView Storage Area Manager
Administrator’s Guide

= Online Help

Additionally, refer to the Storage Area Manager 3.1 Release Notes for known
issues and workarounds.
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Starting and stopping management server services

Rev. 3.43

s Services

J fction  View “ = -il

ElEEIE

Tree I

Services (Local)

%Internet Connection Sharing

Provides network a. ..

Mame / | Description | Sk
%F\Ierter Motifies selected us. ..
%F\pplication Management Provides softwarei...  Ste
48 CBReqCap St
%Clipﬁuok Supports ClipBoaok V...
%COM+ Event System Prowides automatic ... Stz
%Cnmputer Erowser Maintains anup-to-,.. Stz
%Cnnnected Launcher Ske
8 Defwatch Ste
%DHCP Client Manages network ... St
%Distributed Link. Tracking Client Sends nokifications ... Ske
%Distributed Transaction Coordinator Coordinates transa...
%DNS Client Resolves and cache...  Ske
%Event Log Logs event messag...  Sk:
%Fax ZEpyice Hilps oy send and
%HFI Openiiew SAM Bridge Enables Storage Ar,..  Ste
%HP Opentiew S4M Embedded DB Ske
%HP Openyiew SAM ManagementServer  Manages and monit,..  Ske

Indexing Service
%Intel File: Transfer Stz
% Inkel DS Ste

Three services run on the management server:
s HP OpenView SAM Bridge
m  HP OpenView Embedded DB

s HP OpenView SAM Management Server

If experiencing difficulties with the management server, check to ensure these
services are running. Restart them if they are not running.

It may also be necessary to stop and restart these services when:

m  Performing system maintenance.

m  Adding a new DPL

m  Editing solid.ini in order to specify the database location or increase size.
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Starting and stopping Host Agent services

E windows Task Manager -0 x|
File Options  Wiew Help
|
Applcations Processes | performanc T A Y JRT=TE
File Edit Connection Setup Macro Window Help
IEEEIEE I \
Image Mame | 7|
silhcdl'exe ull:/opt/sanmgr/hostagent/config
nbwdm, 8xe $ ps -ef | grep host
WOWEXEL. EXe 13 7 0:00 /bin/sh Zopt/sanmgr/hostagent/sb
kaskmgr.exe Iin/Hﬁ_tr‘igger‘ stop '
regsyC.EXE rog ov 13 ? 0:00 /shin/sh /opt/sanmgr/hostagent/s
MSTask. exe bin/triminstall.sh -uninstal
Winkgmt, exe root 1282 600 0 Mov 13 ? 0:00 sh -c /opt/sanmgr/hostagent/sbin
<fr.exe ftriminstall.sh -uninstall >
MSIS < EXE root 14658 1 014:11:17 ? 0:02 sbin/hostuatchdog
g; ' root 14735 1 014:11:22 ? 12:09 fopt/sanmgr/hostagent/../jrefbin
tgemd. exe /.. /bin/PA_RISC2.0/native_th
IDA.EXE root 7660 7212 0 09:16:54 pts/ta  0:00 grep host
CreateCD exe
wpkray.exe ull:/opt/sanmgr/hostagent /config
ManagementServe $ ps -ef | grep dial
SelFSupportAgen root 14674 1 014:11:20 ? 0:12 ./diald
mmc.exe root 7663 7212 0 09:17:01 pts/ta 0:00 grep dial
Explorer. exe ull:/opt/sanmgr/hostagent/config
MSJava'\Wrapper.e § _
CBESYSTRAY.EXE
javaw.exe
BridgeServer . ex
runaim.exe 1 f2 3 4 13 L] 7 18
aim3z. exe :|
QUTLOOK, EXE d
POMWERPNT.EXE [ 781, 3 [HP7O092 - 15.255.0,171 via TELMET [ [ Mum | [ A
Psp.exe 1634 aa 0:00:04
MAPISP32.EXE
Hoskagent.exe
diald. exe 2464 00
HAlava\Wrapper.e 2484 aa
| N
bl 1 |
End Process |
roCesses! sage: a e Usage:
P 46 CPL L 10, Mem L 552684k [ 953228K v
Several Host Agent services/processes run on each SAN host. The
services/processes differ based on the operating system of the host.
The following processes run on Unix SAN hosts:
m  HA trigger
= Diald
s Hostwatchdog
The following processes run on Windows SAN Hosts
m  HostAgent.exe
m  diald.exe
s OpenDial.exe
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If experiencing Host Agent problems (for example, cannot discover devices
connected to a specific SAN Host) ensure the appropriate processes are running.
Restart them if they are not running.

It may also be necessary to stop and restart these processes when performing
system maintenance or editing dial.cfg in order to set the polling, logging, or status
levels.

The commands to start processes on Unix SAN Hosts are located in
/opt/sanmgr/sbin/

The commands requird to start/stop these processes include:
[ HA Trigger start/stop

(] dial trigger start/stop

(] wd trigger start/stop/restart

Note
wd_trigger needs to be started first in order for the other two to be registered
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Device release notes
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HP XP512 Release Notes

Ooverview

This release of the HP Surestore Disk Array XP512 DPI rust discover the
SHMP Mib within the SYP {service processor) in order to obtain most of
its data, For successful operation:

e The Snmp Agent within the array's SYP must be operational and
accessible (see SYP Issues below),

s The IP address of the SWP must be within Storage area Manager's
SMMP discovery ranges,
{Tools -= Configure -> Discovery -> SNMP Discovery Ranges)
wWhen adding this IP address, be sure to set the read and write
community names to "public" and "public" {or "public" for read and
whatever matches the settings in the SVP for write),

SYP Issues

The SWP iz the lantnn Sernvicre Procassnr within the arraw Tnoarder for the ;I

|@ Dane l_l_lﬂ Internet 4

If experiencing any problems with a specific device (for example, obtaining device
status or difficulty launching a management application), first check the release
notes for the device by right clicking the device in the tree or map and clicking
<device name> Release Notes.
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Repair hints and <hostname>.log

&) Install Host Agent- SIMULATE MODE

=10l ]

Installation Pre-Check

| Host Software Installation Checklist... I

Add Single Host
Host Mame or [P Admin User Mame

Add Multiple Hosts
Password

| |

| Add Host | Add Multiple Hosts... |

~Managed Host List

Change Password

Status | HostNamel 05 Type | Current Process Step | FProgress | Last Event | Yersion |

Delete Host
RS
Show Log Details I
Select All | Delete 5 ! !
I
& hp OpenYiew storage area manager online help
~Host Software Action @ » IJEI IJ_3$ |

=10l x|

Install an Selected Hosts

ol al

_‘J Storage Area Manager Help
B4 Getting Started

L e # Welcome

@ Mavigating the interfac
| Licensing

#-[] Features

-] Operating Systermn Se
1 Billing Management

| Capacity Management
] Device Management
| Event management

1 LUM allacation

i| 0% ST

| Printing
#-_) Reference

4 | »

Help |

133 Host Agent repair hints

The Host Agent repair hint feature offers anline trouhleshaooting information far

each of the primary actions performed for the Host Agent software.

Click the link below that carresponds to the Haost Agent action you were
performing when the failure occurred.

Host Anent add host
Host Anent installation
Host Anent removal

Host Agent update access

If a failure occurs on a specific host when using any of the Host Agent tools, right-
click on the host in the Managed Host List, to display

m  Repair hints—an online help facility that specifically for provides assistance

with deployment issues

m  <hostname>.log—the Storage Area Manager log file that captures

deployment information for a specific host

Note

The <hostname>.log can also be found in the directory
sanmgr\managementserver\logs\deploy\
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Log files

Storage Area Manager stores log files on the management server, management
client, and SAN host. This section identifies the log files most useful for
troubleshooting Host Agent deployment issues.

Key Core Services log files residing on the management server and
client

Log files are located on the management server in the
\sanmgr\ManagementServer\logs directory. The management server log files most
useful for troubleshooting include:

m  <hostname>.log—captures information related to any of the Manage Host
Agent functions

o See Interpreting <hostname>.log section for more information on how
to interpret contents

e  Logging level set through GUI or configuration file
e  This log resides in the deploy subdirectory

m  deployserver.log—shows deploy service startup and shutdown, start time for
each hosts deploy action. Check this log file in order to determine the last
thing that happened on a host if the system becomes unresponsive.

m  deploy.log—captures software errors or exceptions (for example, you click a
button on the Deploy screen and nothing happens)

m  <component>.log (for example, ddt.log)—captures exceptions or errors
related to each of the management server components. This log file is usually
most useful for the Lab engineers.

e  Logging level set through loggers.prp configuration file

Additional, client log files are located on each client in the \sanmgr\client\logs
directory.
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When log files reach maximum file size

Rev. 3.43

CS-DDT.log CS-DDT-1.log CS-DDT-2.log

In the example above, CS-DDT.log reaches maximum log size as specified by the
MaxFileSize parameter in loggers.prp. When this occurs, CS-DDT.log is renamed
to CS-DDT-1.log and logging resumes. When CS-DDT.log reaches its maximum
log size again, CS-DDT.log is renamed to CS-DDT2.log and logging resumes.
This continues until the maximum number of files is met as specified in the
MaxNumFiles parameter.Management server log file parameters are specified in
loggers.prp. This file contains explicit parameters for the Core Services log files as
well as includes parameters for other log configuration files (files with .Igp
extension) through the use of a SCANFILESPEC=.1gp command.

16 - 15



HP OpenView Storage Area Manager Fundamentals

Key Core Services log files residing on the SAN host

16 - 16

Log files reside on each SAN host in the following directories:
m  Unix: /var/opt/sanmgr/hostagent/log

m  Windows: \sanmgr\hostagent\log

The most useful for troubleshooting include:

m  SAM-HostAgent.log—captures information related to any of the components
(SCSI Gateway, DIAL, and so on.)

e  Entries indicating potential problems are preceded by ERROR or
EXCEPTION tags

m  dialog.log—captures errors related to the DIAL process.
e  Unless there is an error, this file is empty

e  Logging level set in dial.cfg (default is error, level 1)

¢ On Unix SAN hosts, dial.cfg resides in
/etc/opt/sanmgr/hostagent/config

¢ On Windows SAN hosts, dial.cfg resides in
\sanmgr\hostagent\config

Several other Host Agent log files also exist, though they are typically only useful
to product development engineers. They include

wd.log—captures errors related to the Watchdog process. Unless there is an error,
this file is empty

HostAgentErr.log—captures Jcore or JVM errors
HostDebug.log—useful for debugging the JVM if it core dumps or crashes

While not actually log files, the following additional Host Agent files may be
useful in troubleshooting:

m  hostagent.alive—produced every few minutes. If it is old or missing,
indicates the Host Agent needs to be restarted

m  dial.alive—produced every few minutes. If it is old or missing, indicates
DIAL needs to be restarted

m  path.xml—captures all hosts and devices that Storage Area Manager was able
to identify during its discovery process.

These files can be found in the following directories:
m  Unix: /var/opt/sanmgr/hostagent/data

m  Windows: \sanmgr\hostagent\data
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Setting the logging level for <hostname>.log

ﬁ? Configuration

- Lx Contacts
: : Manage Host Agent: Server
El- 4 Discovery 9 9
----- £ Additional SAM Hosts Logging Parameters...
----- % Prowy Devices .
----- £ SMMP Discovery Ranges st L (Ll ({05 I1
----- % Storage Domain Varhose Logging 7
gaing o)
----- £ Timeouts © On & Of
- € Events P
Max Log File 5 b : b .
----- £ Hourly Cleanup axLog File Size (bytes) IEDUUUU fes
""" “ Timing ~Timing & Cleanup Parameters. ..
----- < Triggers
=~ % Manage Host Agent Set Timeout For: Jadd Host =] [120 seconds.

nt
rver
----- £ Performance Charts
----- £r Performance Data Collection
El- € Repaorts
----- £r File-Details
----- £ JunkFile
----- %r Largest N-Directories
----- % LargestMN-Files
----- 4» Stale Files
El- % Scheduling
""" £ Capacity Collection
----- % Capacity Summatization
----- £ Performance Archiving
----- %x Storage Accountant Billing Cycle
- € Thresholds & Alerts
L {3 Capacity

QK I Cancell Aapaly Help

To set the logging level for <hostname>.log through the Configuration window,
first select Server under Manage Host Agent. Enter the desired log level and turn
verbose logging on or off. Click the OK button.

Additionally, logging for <hostname>.log can also be set by editing the
Deployment configuration file on the management server. The configuration file is
called DeployServerConfig.prp and resides in sanmgr\managementserver\config\.
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Storage Accountant log files

The following Storage Accountant log files reside on the management server in
sanmgr\managementserver\logs\

s CM-CMServer.log
s CM-Exporter.log
m  CS-err.log

CM-CMServer.log entries

Message

Meaning/Solution

setUpBillingEvent Next billing date is:yyyy
mm dd hh mm 2003 01 1 30

Occurs when CMServer successfully schedules the next billing
date. Note: The months range from 0-11, and not 1-12. When
you change a billing schedule from the Configuration window,
this is where you can cross-check if the schedule was set

properly.

License listener exit, no processing done

License check done successfully.

Storage Accountant audit log creation
successful

Audit log entry created successfully.

Bill generation triggered, but not completed
because license is out of compliance

Billing event is triggered, but Account license got out of
compliance previously. Ensure Accountant is licensed

properly.

Bill usage collection triggered, but not
completed because license is out of
compliance

Daily usage collection did not get completed and the Collector
is shut down. Collector will only be restarted when license
becomes compliant again. Ensure Accountant is licensed
properly.

License is out of compliance, Storage
Accountant is not starting the usage collector

At startup, itself, the CMServer detects that license is not
compliant, so does not start the collector at all. Ensure
Accountant is licensed properly.

Storage Accountant bill generation failed

When the internal XML file generation fails. Check if there is a
correlator file for that billing period in the StorageCorrelator
directory. Also, check the CM-Exporter.log for any error
messages.

runBillingEvent(): Exporter FAILED to
generate internal xml billing file

When the internal XML file generation fails. Check if there is a
correlator file for that billing period in the StorageCorrelator
directory. Also, check the CM-Exporter.log for any error
messages.

Storage Accountant:runBillingEvent, found no
collector files

If there are no usage collection files in the StorageCollector
directory when the billing event happens, an empty billing file
will be generated for that billing period. The next billing period
should have information if there is any Storage Accountant
activity.

Storage Accountant:setup of collection events
failed

Internal error, which resulted in the CMServer not being able
to schedule collection event times in the task scheduler.
Contact your next level of support.

Storage Accountant:setup billing event failed

Internal SAM error, which resulted in the CMServer not being
able to schedule collection event times in the task scheduler.
Restart the management server.

The collector thread is dead, usage collection
not done

CMServer attempted to initiate a collection and found that the
collector thread is dead. Check the CM-SIUCollectors.log for
further error messages.
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CM-Exporter.log entries

Message

Meaning/Solution

Sent an XML file Exported event to AUDIT
LOG

xml file exported. Should also find corresponding entry in the
Audit log.

Sent an CSV file Exported event to AUDIT
LOG

Bill is exported to CSV format.

Sent an event HTML file Exported event to
AUDIT LOG

Bill is exported to HTML format.

User Directory to store the detailed report
types is not set in property file. So did not
generate any special report types

Internal .xml bill report was generated, but was not exported to
other report types. Check the Exporter Output Directory from
the Configuration window. To generate the reports that were
skipped, open the bill in Bill viewer and use the File-> export
option to export to csv, xml, or html.

FAILED to create the user output directory
structure

Exporter tried creating the exporter output directory structure.
Make sure that the directory path provided can be created.
Create it manually and give write permissions, so that the
Exporter can use it when it is invoked during the next billing
event.

There is no [[NMESchema] entry inside the
NMESchema.config

Internal configuration file is not correct. May have been
accidentally modified. Get the correct NMESchema.config file
from the CD and initiate the billing event manually again from
the Configuration window.

Failed in Configuring the NMESchema
Instance inside Exporter Constructor

Internal configuration file is not correct. May have been
accidentally modified. Get the correct NMESchema.config file
from the CD and initiate the billing event manually again from
the Configuration window.

FAILED to create the internal XML reports dir

Exporter could not create the
sanmgr/managementserver/data/accountant/exporter
directory. Make sure proper write permissions are provided.
Create the directory manually so the Exporter doesn'’t fail
again.

FAILED to update the Current bill report\n"+

"Leaving it as it is. See the messages in the
log elsewhere"

The update current billing file creation failed. Correlator failed
to create the file in exporter/tmp directory. Check CM-
SlUCollectors.log file for any error messages.

getXMLReport(): Did not find the file
requested in exporter dir. So returning a null
file handle.

There was a request for a file that has been either deleted
accidentally or has been aged out. If it has been aged out,
then retrieve it from archive and put it back into the Exporter/
dir. (Follow instructions in Online Help). Increase the ageing
period in the Configuration window.

Problem reading file
./config\StorageCollector.config:
java.io.FileNotFoundException:
.Jconfig\StorageCollector.config (The system
cannot find the file specified)

sanmgr/managementserver/config/StorageCollector.config file
is missing. Check to see if the file has been accidentally
deleted from the config/ directory. If so, copy it from the CD
into the config/ directory, and then restart the management
server.

Fatal error: Could not find configuration for
StorageCollector

sanmgr/managementserver/config/StorageCollector.config file
is missing. Check to see if the file has been accidentally
deleted from the config/ directory. If so, copy it from the CD
into the config/ directory, and then restart the management
server.

Problem reading file
./config\NMESchema.config:
java.io.FileNotFoundException:
Jconfig\NMESchema.config (The system
cannot find the file specified)

The Collector cannot find the config/NMESchema.config file.
The file may have been accidentally deleted. If so, copy it from
the CD.

Rev. 3.43
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CS-err.log entries

Message

Meaning/Solution

Bill Viewer cannot connect to server

The Bill Viewer cannot contact the server. See if the CMServer
process is running by looking at the CM-CMServer.log.

Bill Viewer can not get ExporterQuerylF

This failure may occur if the Accountant server component is
not running.

Usage information is not available for the
selected period

The.xml data file cannot be found. Either the .xml file aged out
or Exporter had some problem generating the file. Look in CM-
Exporter.log for further error messages.

Could not delete temporary XML file

The temporary .xml data file cannot be deleted in the directory
sanmgr/managementserver/data/accountant/exporter/tmp/xxxx
xx.xml. If for some reason the file is not deleted, it should not
affect the operation of Storage Accountant any way. However,
such tmp files can accumulate over time. Manually delete the
files and give write permission on the directory.
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Storage Allocater log files

The following Storage Allocater log files reside on the management server in
sanmgr\managementserver\logs\

s LM-CONFGUI.log—Typically not useful for field personnel.
m  LM-ERRORCONFGUI.log—Typically not useful for field personnel.

s LM-LmGUI.log—Contains entries used in debugging mode only. Typically
not useful for field personnel.

s LM-LMMS.log—Contains entries tracking management server interaction
with the Storage Allocater component on SAN hosts. The majority of log
entries will be found in this log. It reports Allocater host and LUN creation,
assignment/unassignment of LUNs, and tracking of the periodical check of
the hosts to see if they are filtering the LUNSs correctly.

m  LM-MSERROR.log—Contains error entries related to Storage Allocater
management server and host interaction. These include rogue server and
reality-to-policy (LUN assignment) events, and when the host cannot be
contacted.

Allocater Is activated on the host

When the Storage Allocater portion of the Host Agent service is started, the entries
“ONETIMEINIT was successful!!!” and “LMHost up and ready!” are made to the
SAM-HostAgent.log. All Storage Allocater entries are denoted with LMHost.
When these entries are made, it indicates that the Storage Allocater component of
the Host Agent service is active and functioning correctly.

Host boot event tells the management server the host is activated

Every time the Host Agent service starts on a host, it notifies the management
server with what is known as the “boot event”. When the boot event makes it to
the management server, the Storage Allocater component determines if the host is
a Storage Allocater activated host, and if so, what its state is. If the boot event
cannot initially succeed after activation, the host will not be listed as a Storage
Allocater host, and no Storage Allocater functions are visible (LUN
Allocation/LUN Discovery) on the GUI for that host. When a host boot event is
received, it is tracked in the LM-LMMS.log. On the SAN host, tracking of the
boot event success is in the SAM-HostAgent.log. Failure of the host boot event
will show in the HostAgentErr.log.

LUN assignments/unassignments

All Logical Unit assignments/unassignments that are sent to a host are tracked in
managementserver\logs LM-LMMS.log. On the SAN host, they are tracked in the
SAM-HostAgent.log
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Storage Builder log files

The following Storage Builder log files reside on the management server in
sanmgr/managementserver/logs/:

m  Builder-DataHarvester.log

s [UM-CPMonitor.log

m  CoreService-Harvester.log

Builder-DataHarvester.log entries

Message

Meaning/Solution

Harvester enable state is...

Tells if the Builder harvester is enabled or not. If it is not
enabled, you will get no Builder data. If it is not enabled, check
for license compliance.

CPHarvester has successfully completed
initalization.

Builder data harvester has been initialized on the Management
Server

FileCapacityon ....... has begun. Priority of
'0" and timeout of '14400000' msec

You will see these entries when a File data collection on a
Host Agent has occurred.

If you are expecting a data collection (either from a scheduled
collection or from a forced collection) and don’t see this entry
shortly after, check the SAM-HostAgent.log on the host to
verify that the data set collection was requested and
successfully sent.

This is the entry you should see in the SAM-HostAgent.log:

$#$==>4 2003.11.21 at 14:38:50.528
2003.11.21 at 14:38:50.528 -1
cap49ers.rose.hp.com FileGatherer

FileGathereTask ...collection ended
Posted a COLLECTION_END event

Try restarting the Host Agent and forcing another collection.
Otherwise, call next level of support. Lab is needed to debug
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UserAccountUpdate on
‘capeagles.rose.hp.com' - DBID '41229'". has
begun. Priority of '5' and timeout of '600000'
msec.

You will see these entries when a User data collection on a
Host Agent has occurred.

If you are expecting a data collection (either from a scheduled
collection or from a forced collection) and don’t see this entry
shortly after, check the SAM-HostAgent.log on the host to
verify that the data set collection was requested and
successfully sent.

This is the entry you should see in the SAM-HostAgent.log:

S#HS==> 4 2003.11.21 at 14:38:50.591
2003.11.21 at 14:38:50.591 -1
cap49ers.rose.hp.com UserGatherer

UserGathererTask Collection successfully ended

Posted a COLLECTION_END event

Try restarting the Host Agent and forcing another collection.
Otherwise, call next level of support. Lab is needed to debug

Handler 'FileCapacity on..... has completed

successfully. Total service time 25875 msec.

Expected message after the ‘FileCapacity’ Handler on.... has
begun’ message. This means the File data collection
completed successfully

Handler 'UserAccountUpdate on ...... has
completed successfully. Total service time
25719 msec.

Expected message after the ‘UserAccountUpdate’ Handler
on.... has begun’ message. This means the User data
collection completed successfully

Handler 'FileCapacity on ... has failed to
complete. Total service time ... msec.

If there has been a problem processing File data, you will see
this message and probably a stack trace or a warning between
the’ FileCapacity on.... has begun’ message and this one.

Call next level of support. Lab is needed to debug.

Handler 'UserAccountUpdate on ... has failed

to complete. Total service time ... msec.

If there has been a problem processing User data, you will see
this message and probably a stack trace or a warning between
the’ UserAccountUpdate on.... has begun’ message and this
one.

Call next level of support. Lab is needed to debug.

IUM-CPMonitor.log entries

Message

Meaning/Solution

Starting/Stopping CplUMServer

Expected message

Exception: Cannot start ium server

Call next level of support. Lab is needed to debug

Exception: Exception occurred for <volume>

Call next level of support. Lab is needed to debug

Rev. 3.43
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CoreService-Harvester.log entries

Message

Meaning/Solution

VolumeDataActionHandler on.... has begun.
Priority of '5' and timeout of '600000' msec.

You will see these entries when a volume data collection on a
Host Agent has occurred.

If you are expecting a data collection (either from a scheduled
collection or from a forced collection) and don’t see this entry
shortly after, check the SAM-HostAgent.log on the host to
verify that the data set collection was requested and
successfully sent.

This is the entry you should see in the SAM-HostAgent.log:

$#S==> 4 2003.11.18 at 01:00:01.904
2003.11.18 at 01:00:01.904 -1
holly1.nfl.rose.hp.com VolumeGatherer

getData: returning data for category
7cee94defd3bab9f:186d4c1:f8ece78427:-8000 set vm

Try restarting the Host Agent and forcing another collection.

Otherwise, call next level of support. Lab is needed to debug

Handler 'VolumeDataActionHandler ... has
completed successfully. Total service time ...
msec.

Expected message after the ‘VolumeDataActionHandler on....
has begun’ message.

Handler 'VolumeDataActionHandler on ...
has failed to complete. Total service time ...
msec.

If there has been a problem processing volume data, you will
see this message and probably a stack trace or a warning
between the’ VolumeDataActionHandler on.... has begun’
message and this one.

Call next level of support. Lab is needed to debug.

ApplicationDataHandler on ... has begun.
Priority of '5' and timeout of '12600000' msec.

You will see these entries when an application data collection
on a Host Agent has occurred.

If you are expecting a data collection (either from a scheduled
collection or from a forced collection) and don’t see this entry
shortly after, check the Collector.log on the host to verify that
the data set collection was requested and successfully sent.

This is the entry you should see in the Collector.log:

$#$==> 4 2003.11.20 at 09:53:34.446
2003.11.20 at 09:53:34.446 -1
holly1.rose.hp.com Collector

getData: returning data for msuid
7cee94defd3bab9f.c2eadf:f8f69c7f8c:-8000 set Oracle

Try restarting the Host Agent and forcing another collection.

Otherwise, call next level of support. Lab is needed to debug

Handler ApplicationDataHandler ... has
completed successfully. Total service time ...
msec.

Expected message after the ‘ApplicationDataHandler on....
has begun’ message.
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Handler ApplicationDataHandler on ... has If there has been a problem processing volume data, you will
failed to complete. Total service time ... see this message and probably a stack trace or a warning
msec. between the’ ApplicationDataHandler on.... has begun’

message and this one.

Call next level of support. Lab is needed to debug.
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Storage Optimizer log files

The following Storage Optimizer log files reside on the management server in
sanmgr\managementserver\logs\

m  Optimizer-DataCollector.log — Contains entries related to Optimizer’s data
collector. The majority of log entries will be found in this log.

m  Optimizer-PMBeans.log — Contains entries related to Optimizer’s usage of

Device Plug-Ins

s Optimizer-CLUI.log — Contains entries related to Optimizer’s command-

line user interface.

m  Optimizer-Baseline.log — Contains entries related to Optimizer’s baselining

and auto-thresholding.

s Optimizer-Db.log — Contains entries related to Optimizer database

communication.

Optimizer-DataCollector.log entries

Message

Meaning/Solution

License Compliance: If there are no Performance tabs showing up in the GUI or data collection does not
appear to be working, look for the following messages to determine if Storage Optimizer is appropriately

licensed.

PMCollectorComponent::PMLicenseEventList
ener::processEvent() — Determined Optimizer
license compliance

Optimizer is licensed.

PMCollectorComponent::PMLicenseEventList
ener::processEvent() — Determined Optimizer
is not licensed

Optimizer is not licensed. Install a license for Optimizer.

DPI Issues: PerformanceBeanExceptions occur when there is a problem collecting performance data from a
host or device. The PerformanceBeanExceptions that appear in this log are the exceptions that appear from
the Data Collector’s standpoint. For additional errors, exceptions, or information look, at the Optimizer-
PMBeans.log and try to match the entry times with those in this log file.

PERFORMANCE_BEAN_PLUGIN_DISABLE
D

PHA is disabled or plug-in is disabled.

PERFORMANCE_BEAN_PLUGIN_NOT_ST
ARTED

Request to collect data was made before PHA was fully
started.

PERFORMANCE_BEAN_EXTRACT_ERRO
R

Request to extract data caused an error with the tool.

PERFORMANCE_BEAN_PLUGIN_NOT_INS
TALLED

Attempt to collect from tool, even though it is not installed.

PERFORMANCE_BEAN_PLUGIN_NOT RU
NNING

Attempt to collect from tool's daemon, even though it is not
running.

PERFORMANCE_BEAN_JCORE_EMPTY_I
NTERFACE

PHA interface is null. Re-install performance agent.

PERFORMANCE_BEAN_PLUGIN_EMPTY_|
NTERFACE

Data returned back is null. Most likely a remote object/network
issue.

PERFORMANCE_BEAN_JCORE_CONNEC
TION

Could not make Jcore connection. Most likely the Host Agent
is down or there are network issues.

PERFORMANCE_BEAN_EXTRACT_ERRO
R

16 — 26
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Optimizer-PMBeans.log entries

Message

Meaning/Solution

PERFORMANCE_BEAN_EXTRACT_ERRO
R for HBA

HBA Gateway component is missing, or there is a problem
reading .xml.

PERFORMANCE_BEAN_EXTRACT_ERRO
R for EMC Symmetrix

Gateway locked errors.

PERFORMANCE_BEAN_EXTRACT_ERRO
R for Brocade/QLogic switches

Device timed out, OID changed on after it was discovered.

XP Performance Bean has device with no
serial number

Likely the XP array in question has only been discovered
through SCSI/FC and not through DHCP. Ensure that the
array’s SVP is in the SNMP discovery range.

XP Performance Bean Got List of Device
Pathways for XP # <serial number> from
XPPerformance Bean <ip addresses>

Refers to the list of hosts that the DPI will check for the XPPA
CLUI software.

NULL SPI' @ : <ipaddress>

Error with the Host Agent listed. It is missing the Storage
Optimizer components.

Found an interface with no component
installed@ <ip address>

XPPA CLUI not installed on the host listed.

XP Performance Bean attempt to collect from
PA for XP with serial number #
<serialnumber> failed... trying next host

DPI attempted to collect through a particular host and failed. It
will try the next host in the list.

XP Performance Bean failed to collect, check
status of Performance Advisor for XP <serial
number>

DPI went through all hosts and did not succeed at collecting,
or a null pointer occurred.

XP Performance Bean unable to find
Performance Advisor running anywhere for
XP #<serial number>

None of the hosts that Storage Optimizer knows are SAN-
attached to the array were found to have the XPPA CLUI
installed.

XP Performance Bean unabile to find
Performance Advisor running anywhere for
XP #<serial number>

None of the hosts that Storage Optimizer knows are SAN-
attached to the array were found to have the XPPA CLUI
running.

Rev. 3.43
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Optimizer-CLUl.log entries

Message Meaning/Solution
Could not find a metric to match The user input a metric name that is not in the database.
<metricname>

Exception in formatDataTXT() method in
CLIPmActionHandler string missing from
resource bundle:

The CLUI resource bundle is corrupt or missing.

Exception in <methodname> method in
<classname>

A remote exception occurred.

RemoteException in <methodname> method
in <classname>

A remote exception occurred.

Optimizer exception in
getOrganizationDevices

The file config/PmDefaultMetrics.xml is missing.

IOException in <methodname> method in
<classname>

An |OException occurred.

initDeviceConfig failed for device:
<devicename> in <method abbreviation>

Optimizer did not successfully initialize a deviceconfig for the
device.

File Not Found Exception in <method>
method in <methodname>

An expected file is missing.

Could not find a storableobject to match the
device name typed in by the user:

The user input a name of a device that does not match any in
the database.

Could not find any HBA Objects for device

The host name submitted by the user has no HBA objects
associated with it.

Additionally, Storage Optimizer logs other error messages to CS-err.log which
resides on the management client in the sanmgr\client\logs directory.

CS-err.log file entries

Message

Meaning/Solution

Could not get Remote Retriever!!!

Could not get a reference to the Metric Retriever on the
management server. Make sure the management server is
alive and responsive. Restart the management server if it is
down.

AAClientInterface.checkPermission

The user is not an administrator and cannot execute the piece
of functionality. Ensure that the user has Administrator
privileges.

majorChangelnCompliance

License compliance has changed; Optimizer may start
nagging the user about licenses. Ensure that there is a valid
license.

Any call to the Remote Metric Retriever that
throws an exception

Could not get a reference to the Metric Retriever on the
management server. Make sure the management server is
alive and responsive. Restart the management server if it is
down.

Not getting DeviceConfig or any
Configuration

Could not get Optimizer-specific configuration information from
the management server. Ensure that the management server

is alive and responsive. Restart the management server if it is
down.

IOException trying to export data

Problem saving exported files to the file system. Ensure that
there is enough space on the file system.
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Configuration files (ddtcfg.prp)

ddtcfg.prp is the configuration file for the DDT management server component.
Several of the parameters that are specified in the Storage Area Manager GUI
(such as domain, SNMP discovery range, additional hosts, and so on) are stored in

this file.

This file resides on the management server in \sanmgr\managementserver\config.

Cross-check the contents of this file with the GUI settings if experiencing
difficulties such as

m  Discovering devices outside of the SNMP range specified

m  Discovering hosts that are not part of the management server’s domain

m  Not discovering hosts that are listed in the Configuration window under
Additional Hosts

The following table lists the parameters included in ddtcfg.prp, a description of the
parameter, and where, if any, the parameter is set within the Storage Area Manager
GUI. Do not change these setting unless instructed to do so by Lab personnel.

Parameter

Where Parameter is Set in

Description the GUI

WATCHDOG TP ABORT T
IME_MS=60000

Abort timeout if SNMP library fails to return.

HOST WATCHDOG CYCLE
_WAIT=60000

Controls how often the HostWatcher part of
DDT will go ask each HostAgent if it has
changed. Each of these polls is small in both
CPU & Network usage.

If events are not being received from the Host
Agents, this value could be made smaller so
that polling occurs more often. Or if concerned
that this polling was creating to much network
traffic, this value can be increased dramatically.

DOMAIN=DEFAULT DOMA
IN

The Storage Domain — The name given by the
user to the area of the SAN that this
management server is responsible for

Configuration window, Storage
Domain

NET MASK FILE NAME=
config/hostmask.prp

When DDT initially turns on after install, it has a
default SNMP range. It reads that from this file.
hostmask.prp is created by the installation
process.

SHOW CONSOLE DIALOG
=false

Is used during development to turn on a “debug
console”. Is not used in the shipping product.

SNMP_ RETRIES=2

Controls how often an SNMP request is sent to
the SNMP library

HostHandlerThreadPo
olName=Host Handler
_Pool

Not used

ZOMBIE MONITOR=fals
e

Detects Zombied database objects. Will cause
EXCESSIVE memory usage over time if turned
on. Used for debugging cache consistency
issues with database. Output is difficult to
understand unless someone really knows that
portion of the code.

SNMP_ RETRIES MIN=0

The minimum value for SNMP retries settable
by the user.
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Parameter

Where Parameter is Set in

Description the GUI

DPI PATH=devices

The root directory of DPIs & custom discovery
code

DOD_TP_ABORT TIME M
S=1200000

How long DDT will spend to any one particular
device before it gives up.

SNMP RETRIES MAX=5

The Max value the customer can enter for
SNMP retries in the GUI

RMI_HOST CONNECTION
_TIMEOUT=30

Not used

INTERVAL=900

Configuration window,
Discovery

Controls how often a host will go rescan for
new devices

RMI HOST CONNECTION
_TIMEOUT MIN=1

Not used

SNMP_ TIMEOUT=2

The timeout value for SNMP calls, in seconds

START DISCOVERY=tru
e

Determines if Discovery is ON Configuration window,

Discovery

RMI_HOST CONNECTION
_TIMEOUT MAX=60

Not used

SNMP WATCHDOG CYCLE
_WAIT=60000

Time to wait between walking the SNMP Range

WATCHDOG_WARMUP FRE Not Used
QUENCY=ON_NEW REPO
HostHandlerThreadPo Not Used
olMinThreads=1

CLASSIFIER TP ABORT Not used
_TIME MS=360000

MIN IDLE BETWEEN CY Not used

CLES_SEC=300

SNMP_TIMEOUT MIN=1

The minimum value the user can type in for an

SNMP timeout
WAIT FOR COMPONENTS Not used
_IDLE MS=10000
WATCHDOG_WARMUP_ TIM Not used

E_SEC=60

SNMP_TIMEOUT MAX=60

The maximum value the user can type in for an
SNMP Timeout

HostHandlerThreadPo
olMaxThreads=1

Not used

DEFAULT SUBNET MASK
=255.255.255.0

If the SNMP range supplied by the installer is
larger then 255 entries, use this netmask as a
default instead.

HostHandlerThreadPo
olLifetime=10000

Not used

ADDITIONAL HOSTS {

Configuration window,
Additional Hosts

List of hosts that Storage Area Manager can't
discover using multicast

SNMP_IP RANGES {

ipl=15.43.208.1-
15.43.208.254;publi
c;public

The SNMP discovery range
Discovery Ranges

Configuration window, SNMP

DOD_INITIAL POLL_WA
IT MS=14400000

Initial time at DDT startup before DPI polling will
occur on a timer (versus the initial events
coming in at startup)

DOD CYCLE WAIT MS=1
4400000

Continuing timer that DDT uses to poll the
DPIs
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CLUI commands for troubleshooting

Two Storage Area Manager CLUI commands exist specifically for use by support
personnel. They include

m  support.cmd
m  host support.cmd

These commands are typically used for gathering Storage Area Manager
troubleshooting information so that it may be sent to product development
engineers for further diagnosis.

support.cmd

To gather management server troubleshooting information, execute
\sanmgr\managementserver\sbin\support.cmd

on the management server.

This command creates an image of management server data and log files in
\sanmgr\managementserver\ called support.zip. It contains the following

m  Version strings of key .jar files
m  Status of Host Agent services
m  Configuration files

m  Device Property files

m  Log files that reside on the management server (Host Agent, client, Bridge)

Running this command without any options to gathers data from
...\ManagementServer\logs directory
...\ManagementServer\solid - only the solid log files from this directory

Running this command with the —data option also gathers the
...\ManagementServer\data directory (which can be very large)

Additionally, this command creates the file /hostAgentStatus.txt in
\sanmgr\managementserver\log. Use this file to identifies whether connection to
data hosts is working or not. Errors are denoted by ****,
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host_support.cmd

16 — 32

To gather SAN host troubleshooting information, execute
\sanmgr\managementserver\sbin\host support.cmd hostname

on the management server. While executed on the management server, this
command remotely gathers Host Agent data for the hostname it is passed.This
command creates an image of Host Agent data and log files in
\sanmgr\managementserver\sbin\ called hostname_support.zip. It contains the
following

m  System information (services, processes, disk space, etc.)
m  Version information (Java .jar files, Java JRE, etc.)

m  Configuration information (all Host Agent and component config files,
access.dat)

m  Log information (all Host Agent, JCORE, component.log files)

The individual files that are packaged in hostname_support.zip are also placed in
the \sanmgr\managementserver\logs directory. They can be identified by the
'hostname prefix.

The same Host Agent data can be gathered by running the script version of the
command on the SAN host itself. This is useful in instances where there are
communication problems between the management server and the Host Agent.

To run the script from a Unix SAN host, execute the following command and re-

direct the output to a file:
/opt/sanmgr/sbin/get host support data cmd parameter >
filename

To run the script from a Windows SAN host, execute the following command and

re-direct the output to a file:
\sanmgr\hostagent\sbin\get host support data cmd parameter >
filename

The script versions of the command may be passed optional parameters in order to
only gather a subset of the available Host Agent data. The parameters are

m  Version (default)

s Config
m Log

m  System
s All

To gather Host Agent data from the management client, execute:
\sanmgr\client\bin\hostagentcmd -h hostname
get host support data parameter
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SAMTools support utility

Help on utility and individual tools
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Storage Area Manager provides an unsupported utility called SAMTools that can
be used for troubleshooting.

This utility is a basic, Java-based GUI wrapped around a set of tools developed by
the product engineers. It was put together primarily for use by support personnel to
assist in diagnosing problems associated with Storage Area Manager.

The SAMTools utility includes an extensive online help.

SAMTools requirements
SAMTools requires Java 1.3.1 or later.

Note
The required version of Java is installed when the Storage Area Manager
management server or management client is installed.

Obtaining Access to SAMTools

SAMTools is available as a .zip file on the Storage Area Manager product
CD-ROM in the \sanmgr\support directory. Additionally, in the future you can
download SAMTools from
http://support.openview.hp.com/support.jsp?fromQV=true.
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SAMTools features

The following table list the features provided by the SAMTools utility, a
description of each tool and tips on when to use each. Refer to the SAMTools
online help for more detailed information on each tool.

SAMTools quick reference

Tool

Description

When to Use/What Results May Indicate

Host Device List

Produces a row/column report of all
reported host LUNs and HBAs.
This is a formatted version of
output returned by the Host Raw
Data tool.

Host Raw Data

Retrieves the data from the Host
Agent, in the form of an .xml file, for
all discovered HBAs and host
LUNs and presents it in its raw,
detailed form.

= If HBAs or LUNs on a host are not
discovered

= To verify host connectivity

s To get Host Lun address for SCSI Info

HBAs or LUNs on a host that are not as

expected. Host services are down, Host Agent

is not installed or was installed by other

management server (security issues)

Host Status
(HostStatus)

Queries the Host Agent and returns
the version number.

Most useful when run from the
management server.

= To check if Host Agent services are
running

= To validate discovery DOMAIN if a host
is not discovered

= To validate version strings

Dial or Host Agent is down. Host Domain does

not match management server. Host is running

old software from another application
(CommandView XP)

Host Performance Info
(HostPerformance
Data)

Retrieves performance data from
the Host Agent. Pages through a
list of OV Performance Agents to
see if they’re installed, verifies
they’re running, and returns
performance information captured
by those agents.

When Storage Optimizer performance data
is not present or ceases to be captured
OpenView Performance Agent is not running
or the Host Agent service has stopped.

Host HBA Info

Queries the Host Agent and returns
detailed information about the fibre

channel HBAs on the host that are

known to the SNIA libraries.

= If physical links to storage are not being
reported

= To validate HBAs (Vendor, versions, and
so on)

SNIA libraries are not installed. HBAs may not

be as expected.

Ipconfig Returns the IP address and other Validate local network configuration and
network adapter configuration status (subnet mask, IP address, and so
information on the local machine. on)

Server may be multi-homed (requiring
IPADDR file update. See Installation Guide) or
network may be down or misconfigured.

MibWalker Used to verify that the device is If an SNMP device is unreachable or not
communication via SNMP. discovered
Walks the Mib of the specified The device is or is not communicating via
server and displays the first 20 SNMP. May indicate that the device is not
entries. configured correctly.

Most useful when run from the
management server.
Can be used without OV SAM
installed
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Ping Pings the system specified to verify  To test communication between two OV
communication. SAM systems (for example, management
server and Host Agents, management
server and clients)
The network is experiencing difficulties.
SCSI Info Performs a SCSI Inquiry to retrieve = To verify that a host LUN is accessible
the Product Id, Vendor Id, firmware  a To verify that the host’s SCSI gateway is
revision, and serial number of a operational
LUN device. = When a device is not being recognized
The LUN is inaccessible or SCSI Gateway is
down.
SCSI Info— PC Performs a SCSI Inquiry to retrieve  To determine what LUNs are on the local

Product Id, Vendor Id, firmware
revision of disks on the local
machine. Serial number is not
retrieved.

Can be used without OV SAM
installed.

machine
LUNSs on local machine.

Supported Devices
Report

Produces a report showing which
devices are recognized by Storage
Area Manager. Included in the
report are the property file name,
its version, level of integration, the
type of device, and the name.

= To verify that a DPI is installed

= To verify what version of the DPI is
installed

Missing or old DPI.

XP Array Trap
Simulation

Generates an SNMP trap encoded
in the same format that an HP
XP512 Disk Array generates.

= To verify that management server can
receive traps

= To demonstrate the event system

= To demonstrate event formatting with
and without DPI

Whether the management server is

operational for receiving traps.

XP MIB Refresh

XP Mib does not automatically
know about the current hardware
configuration, and must be
externally requested to “refresh” its
internal device knowledge. This
tool uses the product code to force
this refresh.

s Verify that Mib is refreshed and can be
accessed

= Verify that community names are correct

Mib is not working properly or community

names are incorrect. May explain lack of port

or storage data.
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Top SAMTools uses

16 — 36

Some of the most common uses for SAMTools include:

A device is not being discovered and you want to verify that the device is
being seen by DIAL (Host Device List)

The map is not showing physical connections and you want to verify that
there are SNIA libraries on the host (Host HBA Info)

A device is not being discovered and you want to verify that the Host Agent
is operating correctly (Host Status)

You want to know if you have the latest version of a DPI (Supported Devices
Report)

You need to demonstrate that SNMP trap receiver is working correctly (XP
Trap Simulator)

A host is not being discovered and you suspect issues with the Jcore Domain
(Host Status)

You want to verify the IP address of an SNMP device such as an XP SVP,
Brocade switch, Galactica tape library, and so on (MibWalker)

You want to verify the SCSI inquiry information returned by some host (Host
Device List and Scsilnfo)

You cannot successfully communicate with the sVP in your XP array
(MibWalker, XP Mib Refresh)
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DrSAM
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DrSAM is an unsupported, GUI software tool that can be used to locate and
diagnose Storage Area Manager log file entries.

HP employees can download DrSAM from http://tmilner.rose.hp.com/DrSam/.
DrSAM requires Java version 1.3.1 or later.

In the future, channel partners will be able to download DrSAM from
http://support.openview.hp.com/support.jsp?fromQV=true.
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The DrSAM GUI

16 — 38

Specify
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Pick a directory or zip file containing log files to
along with a date range

=10l x|
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Vv

location and
age of log files
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2

Specify contact and
problem description

N
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Log file location (directary or zip file)

|c:;’Pngram Files/Hewlett-Packard/sanmgr

| 3

Specify output

Browse...

Date Range
Last day 'I

directory

Back

4

Generate Report

|- Contact Person

[rou

|- Problem Deseripti

Back

l

Stant| Input Files | contact Info |

~=lolx|

Indicate what directory to generate report info

- Output Direstory
| SDrSamReport

[ Include Warnings

Generate Report |

Browse..
Back |

Using DrSAM to generate a report is a four step process:

1. On the Input Files tab, specify the location and age of log file to analyze.

On the Contact Info tab, specify contact and problem description.

2
3. Specify the output directory.
4

Click Generate Report.
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Sample DrSAM report
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Contact,
problem, and
date range

Problems
displayed
inred,
warnings
in green

Files
analyzed
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Error as it
appears

_—

in log file

~Touives

aiila]
=

DrEam Report
Summary of 12 problems, 29 incidences follows. Problems arg #fs
frst order.
~
= Contact: Tom
= Problem Info: Sanple Beport, =
= Date Range: 25-Mar-03 15:50:36 Yafugh 25-Mar-03 10:22:4) -
\..| Problems:
4 1. C5-DOT_2.log 'Excoption whils qotting Port cownt for Davice--
C5-00T_2.log java.lang HullPointerException
S-DOT_2.log Something is really wronn--ws haus nn 7nna Duien:
T CS-DOT_4.Jog Something is really wi' m e g oy
C5-DOT_4.log Excoption whilt gott s - =
C5-DO_dlog -** getMessage: Erm el
C5-D0_4.log -"" createException:
£S-D0_ddeg  Error mn Coalactica cql
C5-D0_4log  DevicoException: Un)
CS-00_4dog -** readPorts: Last (|
C5-D0_4.log -"* createSnmpEce|
\. CE-DO_dlog =77
Fllas:
~
25-Mar-03 18:20:42 Cifarc/Java/Apps/Driom/ samplely
25-Mar-03 18:23:12 L:/arc/ava/apps/Orsam/samglalogs/Cs
-~ 25-Mar-03 18:22:00 C./arc/Java/fops/Drsam/samglalogs/Cs e
4l
€ e

| View
suggested
actions

The picture above is an example report generated by DrSAM. Problems are
displayed in red and warnings are displayed in green. Click on of the problems or

warnings to view the error as it appears in the actual log file. Click the error in the
actual log file to view suggested actions.
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Troubleshooting hints
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Problem

Solution

Unable to collect zoning from
Brocade Switches

Install Adobe Acrobat. Storage Area Manager is dependant on
the shared library /winnt/system32/msvcp60.dll as an API

Unable to register for SNMP
Traps with Brocade Switches

Telnet to the switch and use agtcfgShow to verify if another IP
has been registered as trap receiver. Use the agtcfgDefault to
reset to factory defaults. Storage Area Manager should now be
able to automatically register itself with the switch

Unable to telnet to Brocade
Switches. Session window
immediately closes

Telnet is disabled on the switch for security reasons

Unable to launch Brocade
Web Tools, or Element
Manager via device manager
links. Browser window is blank

Install JRE 1.3.1 or later on the Storage Area Manager
management server

Unable to gather EVA
capacity, performance, and
LUN information from
SMA/Proxy Device

Use default Element Manager login/password of
administrator/administrator in the proxy device setup, restart
Storage Area Manager services

HP-UX management tool SAM
produces errors when using
Storage Area Manager Host
Agent for CVSDM
communication

Install CVSDM agent first, then the Storage Area Manager Host
Agent (opposite to what the CVSDM guide specifies)

Unable to discover HSV/HSG
arrays FC attached to SWMA
after loading a SAM Host
Agent and/or setting up the
Proxy Device and restarting
Storage Area Manager
services

Install Storage Area Manager Host Agent to a supported host
with a LUN mounted from each array. The primary means of
array discovery is in-band from the Storage Area Manager Host
Agent. Installing an agent to the SWMA is not supported. The
managed, FC-attached arrays will not be discovered in-band
due to a modified HBA driver.

Storage Optimizer data
missing

It's possible that the management server's system clock/date is
wrong, causing all incoming data to be time stamped in the past.
Try setting the chart properties to display the previous year and
see if the data is there.

Note: It is important to get the system time/date checked before
installing the Storage Area Manager Evaluation Kit, as the
license will expire if the date is rolled forward after installation,
requiring a call to the password delivery center for an extension
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Learning check
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What is the name of the database configuration file?

host.

What is the name of the log file that captures information about any of the
Manage Host functions?

Logging for <hostname>.log can be set from the Configuration window or by
editing DeployServerConfig.prp on the management server.

O True
O False

Many of the GUI configuration settings are stored in a configuration file on
the management server called gui.prp.

O True
O False

List two commands for gathering support related information on the
management server and SAN host.

SAMTools is a web-based application used for troubleshooting problems
with Storage Allocater.

O True
O False
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OpenView integration
Module 17

Objectives
After completing this module, you should be able to:

Rev. 3.43

Describe the function of the Storage Area Manager Bridge.
Describe how the OpenView products are used by customers.

Identify the major features of integration between Storage Area Manager and
OpenView Operations.

Identify the major features and dependencies of the integration with
OpenView Service Desk.

Describe the major features of the integration with OpenView Reporter and
the method used to feed Storage Area Manager metrics into OpenView
Reporter.

Describe the features provided by the integration with Internet Usage
Manager.
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The OpenView solution

customer

The OpenView Solution graphic shown here lists the products that make up the
OpenView Suite.

service delivery service assurance

Service Desk

Dynamic

experience o Service Information Portal NetValue
rocess
management Manager* Analyzer
Service Desk Service Navigator ~Reporter Storage Builder
service Internet Usage
management Storage Manager
PolicyXpert Allocater

performance ; .o Op. Sys. SPIs
management Internet Services ManageX Performance]

fault
management

17 -2

Performance Storage
Accountant
Storage

Service Assurance GlancePlus rag
Optimizer

PolicyXpert
Application
' SPIs
OmniBack Il Operations Operations DB Pack
NM Multicast Op. Sys SPIs 2000
roblem Diagnosis ManageX

etwork Node Mgl 0s/390 & 400 OmniBack Il
Service Assurance

OLM / S89IAIBS JouIB)U|

Storage Node
Manager

network &
internet
management

system application storage
management management management

The products are displayed in blocks as OpenView products work together like
building blocks. Customers can select those products that meet their needs to
develop a customized solution. As needs grow and change, products can be added.

The vertical boxes (fault management, performance management, service
management and customer experience management) show the management
category that each OpenView product manages, the horizontal boxes (network &
internet, system, application and storage management) indicate the functional area
that the product addresses

hp OpenView Storage Area Manager brings storage management into the
OpenView Solution.

The goal of the OpenView Solution is to respond to customer requirements for
enterprise-wide management.
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Network management platform

hp OpenView Network Node Manager has, since the late 1980’s, been the industry
standard network management platform. Because of NNM’s success and the fact
that it was the original OpenView foundation product, in many peoples’ minds
OpenView is Network Node Manager. The reality is that OpenView is a family of
enterprise-wide management solutions.

Integrated management platform

hp OpenView Operations is the central operations management console which
integrates Network, System and Application Management into a central
management platform. The successful Smart Plug-In program for application
management includes dozens of hp and third party application management
modules that integrate with OVO.

Note

OpenView Operations (OVO) has had three previous names since its
introduction and these names are still used by some customers. In order of
usage the names were OperationsCenter (OpC), IT/Operations (ITO) and
VantagePoint Operations (VPO).

Service delivery platform

Rev. 3.43

hp OpenView Service Desk is the service delivery platform for the OpenView
suite of products. It includes tight integration with OVO so that an IT
organizations operations, help desk and management are integrated into a single
service management solution.
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OpenView in action

17 -4

Managed nodes Events
Managed nodes are monitored and Events are occurrences on managed nodes
controlled by the management server Events trigger messages

Communication
Communication between the managed nodes
The management server is the central computer and the management server consists
to which all managed nodes forward their messages ___| of messages and actions
Multiple management servers may share
management responsibilities.

Management server

Many customers already have hp OpenView products installed and they may not
always recognize what they can do. Organizations need to understand the service
that IT provides to its customers. Instead of identifying problems it identifies key
business differentiators and uses the tools that are available to present how they are
doing at providing the service to them.

hp OpenView is already used by 99 of the Fortune 100 companies. The hp
OpenView suite of modular service management tools help prioritize IT activities.
It enables IT staff to determine how each service contributes to the overall success
of the enterprise. hp OpenView covers management of everything from networks,
storage and systems to services like e-mail, enterprise resource planning and
e-commerce.

The hp OpenView tools can be used to build the service model and configuration
management database that connects IT infrastructure and people to the services
that IT delivers. Additionally, it can implement proven IT Infrastructure Library
(ITIL) based processes into products like hp OpenView Service Desk to automate
business critical processes.

hp OpenView offers reporting capabilities that enable customers to generate
reports that describe the quality of a service that is delivered. Moreover, IT can
communicate with their lines of business in real time with products like hp
OpenView Service Information Portal, which provides a customizable reporting
and monitoring interface for individuals groups and lines of business.

With the service management solutions from hp OpenView, operators have been
able to detect 95 percent of the problems in their infrastructures before end users
noticed that services were unavailable.
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OpenView products

Storage Area Manager integrates with the OpenView products described below.

OpenView Operations (OVO)

m  Monitors, controls, and reports on IT environment health

m  Provides a unified management point of view and integrated performance and
availability management

OpenView Operations (OVO) provides a centralized console and intelligent agents
to manage systems, applications and networks. It is the primary integration point
for enterprise-wide management based upon the OpenView Solution family. Two
versions of OVO are available, one with a Unix (HP-UX or Solaris) based
management console, OVO for Unix, and the other with a Windows based
console, OVO for Windows.

Service Navigator and Service Maps

m  Creates and maintains service maps

The OVO for Unix service navigator and OVO for Windows service maps provide
a graphical customer service view of the environment. Service maps are created
based upon customer services (order entry, purchasing, and so on.). A hierarchy of
dependent components is created under each service with rules about how
problems in the underlying infrastructure affect the customer service.

OpenView Reporter

m  Gathers the data captured by hp OpenView performance agents into valuable
reports available through standard web browsers

m  Provides reports related to IT service quality levels such as application
response times and service availability

Reporter provides web-based reports to users and staff members based upon data
collected from OpenView performance agents and Smart Plug-Ins. Reports are
automatically generated nightly and posted on an IIS web server.

OpenView Service Desk (SD)

Rev. 3.43

m  Manages the service delivery and service support processes from the
customer perspective

m  Manages support process by service level

Service desk manages service delivery and the support process based on the ITIL
methodology. Both the hp ITSM Reference Model as well as service desk are
based on this methodology. ITIL stands for IT infrastructure library. It consists of
a set of books that describe the best practices of IT organizations world wide in
performing certain common processes.

Service Desk is designed to manage and measure these processes
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Internet Usage Manager (IUM)

m  Collects, aggregates, and correlates usage data from across the network
(traffic flows), systems (CPU utilization), and storage

m  Repository of information required to implement usage-based billing
systems, manage capacity and analyze subscriber behavior

Internet Usage Manager is a framework product designed for service providers. It
is used to gather usage information from network devices and/or services. One of
the primary goals of IUM is to implement usage-based billing systems. This
integration forwards usage information from Storage Builder and Storage
Accountant to [TUM.
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OpenView integration features

OpenView Storage

OpenView product Area Manager Integration type
application

OVO/Unix & OVO/Windows Accountant, Event forwarding, process monitors, node
Allocater, groups, user, applications, actions,
Builder, message group
Optimizer,
SNM

Service Navigator / Service Maps Allocater, Service map creation/updates
Core,
SNM,
(Bridge)

Reporter Builder, Reports, custom storage area manager
Accountant, gather
SNM,
(Bridge)

Service Desk Core, Import configuration items, create
(Bridge) categories, forward events

Internet Usage Manager Accountant, Capacity usage data and LUN allocation
Builder data

OpenView Operations

The OVO for Unix and Windows SPI is built upon the ability to forward events
from and monitor the Storage Area Manager management system to OVO using
the OVO agent. The OVO agent is installed on the Storage Area Manager
management server and monitored via templates that are part of the Storage Area
Manager SPI for OVO.

This integration forwards events from the Storage Accountant, Storage Allocater,
Storage Builder, Storage Optimizer and Storage Node Manager modules to OVO.
Process monitors watch for the management server and Host Agent processes and
notify the OVO operator when they stop. Via the OVOs application desktop, the
SPI allows the user to stop and start the Storage Area Manager management server
and Host Agent services.

Rev. 3.43
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Service Navigator/Service Maps

The service navigator (OVO for Unix) and service map (OVO for Windows)
features provide the OVO user with a service view of the managed environment.
With this capability, instead of providing only an event oriented view of the
network, provides the IT organization with a customer service view of the state of
the IT infrastructure.

The Storage Area Manager SPI supports the service view by performing a
discovery of the Storage Area Manager Host Agent components and drawing the
service map representation of Storage Area Manager. It will also create a second
service map that shows the storage links based upon the Storage Node Manager
map. As events or status changes occur on host nodes and the management server,
the events displayed in the OVO message browser will also affect the status of the
service view. The service maps are drawn from information gathered by the
Storage Node Manager, Core services and Storage Allocater.

Reporter

With the OVO for Reporter integration information from the Storage Node
Manager, Storage Builder and Storage Accountant applications is gathered and
stored in the OV Reporter database. Crystal reports are generated nightly and made
available to users via the IIS web server installed on the reporter system.

Service Desk

Using the Service Desk (SD) integration, customers can automatically import the

object definitions from the Storage Area Manager database into Service Desk and

SD configuration items. Via Service Desk’s integration with OVO, events from

Storage Area Manager can be forwarded to SD to create incidents.
Internationalization

The integrations are tested with

m  Storage Area Manager Management Server installed on localized Windows

m  Localized versions of OpenView products
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OpenView integration components

The required installation components and their delivery mechanisms follow.

OpenView product

Required installation

Component delivery

component(s) mechanism
OVO/Unix 7.0, 7.1 OVO/Unix SPI Installation Package OV SAM CD
and Service Navigator
OVO/Windows 7.0, 7.1 OVO/Windows SPI Installation OV SAM CD
and OVOW Service Maps Package
Reporter 3.0, 3.5 Integration Install Package OV SAM CD
Service Desk 4.0, 4.5 Integration Install Package OV SAM CD

Internet Usage Manager 4.1

Files automatically Installed with OV
SAM & IUM

OV SAM CD & IUM

Rev. 3.43
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Storage Area Manager integration directories
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The OpenView integration modules can be found on the Storage Area Manager
CD under the ov_integrations directory. Each integration and documentation is
provided in its’ own directory:

nnm — Network Node Manager mib file and readme document

ovo — OVO for Unix SD depots (HP-UX & Solaris management servers) and
manual

ovr — Reporter installation package and manual

ovw — OVO for Windows installation package and manual

sd — Service Desk installation package and manual

Rev. 3.43



OpenView integration

Storage Area Manager Bridge

Rev. 3.43

The Storage Area Manager Bridge service is component that is installed with the
management server. It provides a point of integration for external applications. The
initial use of the Storage Area Manager Bridge is to support the OpenView
integrations.

It consists of a HTTP server enhanced to allow programmatic access to Storage
Area Manager information. The server is running but inactive (from the standpoint
of the OpenView integration modules). By default, the Bridge accepts HTTP
requests on port 8041.

The Bridge provides the following services:

m  Report generation and retrieval bridge/interface
m  Command line execution bridge

m  Database access bridge

m  Service hierarchy/map bridge

The Bridge is used in the following integrations:

m  Service Navigator (OVOU) and Service Map (OVOW) hierarchy creation
and updates

m  Reporter data importing for reports

m  Service Desk configuration item retrieval
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Storage Area Manager Bridge configuration

OVO Service

Maps Reporter Service Desk

SAM Bridge |}

OV SAM
management
server

To use the Bridge, applications must provide a Storage Area Manager
management server login with a user name and password. Each of the OpenView
integrations provides a mechanism to configure the user name and password it
uses to communicate with the management server via the bridge. These
applications will typically recommend use of either the default user “User” or
Administrator based on whether they need read-only or read-write access to
Storage Area Manager data.

OpenView integration Bridge parameter configuration

The OpenView integration modules that interface with the Bridge each provide a
mechanism to configure the parameters associated with their communication:

17 - 12

OpenView Reporter: Using the Gatherer Configuration Editor GUI tool

OVOU Service Navigator integration: During the integration install script -
ovsamconf.sh

OVOW Service Maps: Using the ovsamsd.bat configuration script
Service Desk: Using the SamCIExtractor utility
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Storage Area Manager Bridge configuration

Rev. 3.43

The Bridge service itself uses a file to configure the server portion of Storage Area
Manager Bridge. The configuration file is <install-
dir>\sanmgr\bridge\config\SAMBridge.cfg. The administrator can hand configure
the following keys. If any of the values are changed, the Storage Area Manager
Bridge service must be restarted.

Configuration file keywords

Typically, only the CONFIGURED MANAGEMENT SERVER LIST parameter
needs to be modified to add more than one management server to the bridge
configuration. For more details, see the Bridge Configuration chapter in the
Storage Area Manager Administrator’s Guide.

PORT is the port number that Storage Area Manager Bridge will be listening on.
Default port number is 8041.

DEFAULT _MANAGEMENT_SERVER is the management server that will
receive requests from the Storage Area Manager Bridge.

CONFIGURED_MANAGEMENT_SERVER_LIST contains a comma-
separated list of management servers that can accept requests from a Storage Area
Manager Bridge handler.

Default is a list with only “localhost” in the list.
Example of how to configure multiple management servers
CONFIGURED MANAGEMENT SERVER_LIST = localhost,ms1,ms2,ms3

MAX_CLIF_CONNECTION is the maximum number of connections that the
clif connection pool will create for a management server. Default is 4.

CONNECTION_TIME_OUT is the time in milliseconds that a SharedJCore
connection will wait in order to login to a management server. Default is 8000 (8
seconds)

SSL-related configuration file keywords

For secure communication, the Storage Area Manager Bridge can be configured to
use SSL (Secure Sockets Layer). SSL is a protocol for transmitting private
information via TCP/IP. It works by using a public key to encrypt data that's
transferred over the SSL connection.

To configure the Storage Area Manager Bridge for SSL, refer to the chapter on
Configuring the Bridge in the hp OpenView storage area manager 3.0
administrator’s guide.
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Bridge configuration: Multiple management servers

17 -14

OVO Service
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SAM Bridge

Primary
OV SAM
management
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* = Inactive SAM Bridge

If multiple Storage Area Manager management servers are in use, one server
should be configured as the primary Storage Area Manager management server to
which the OpenView modules interface. The Storage Area Manager Bridge on this
server is configured to gather data from all Storage Area Manager management

SCrvers.

Using this configuration, the bridge services on the remaining management servers

are inactive.

The details for implementing this type of configuration can be found in the Ap
OpenView storage area manager administrator’s guide.
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What is a Smart Plug-In?

OpenView Storage
: Area
Operations
Manager

Smart Plug-Ins (SPI) are certified integrations for hp OpenView Operations. A SPI
offers pre-packaged, application specific management knowledge that delivers
tailored monitoring, alerting, analysis and corrective actions for a specific
application. Some of the more popular SPI’s available from hp are the Database
SPI (Oracle, SQL Server, Sybase, Informix), the Microsoft Exchange SPI, and the
SAP SPI among others.

SPIs were originally integrations with OpenView Operations. Today, a fully
integrated OpenView Smart Plug-In provides interfaces to OpenView Operations,
OpenView Performance Agents, OpenView Reporter, and Service Navigator.
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OVO for Unix overview
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This is a snapshot of the OVO for Unix Motitf GUI showing the Storage Area
Manager application groups and messages.

The primary OVO user interface is Motif-based and provides access to all of
OVO’s user and administrative capabilities except for the Service Navigator
function. A separate Java GUI is available which provides user access including
the Service Navigator. Administrative functions, including installation and
configuration of Smart Plug-Ins, can only be performed via the Motif GUI.

Note

OVO was previously named VantagePoint Operations (VPO) and before that
IT/Operations (ITO) and before that OperationsCenter (OpC). Many customers
still use name ITO to refer to OVO for Unix. Many OVO commands use the
original ‘opc’ name.

In addition to the centralized management console, the other key component of
OVO is its intelligent agent. Via the console, the administrator configures
monitoring of log files, processes and execution of scripts and programs that
perform monitoring functions and take actions. These templates are downloaded
from the console to the OVO intelligent agents that actually perform the
monitoring, filter messages, and forward the results back to the management

SCrver.
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OVO for Windows overview
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This is a snapshot of the OVO for Windows GUI showing the Storage Area
Manager application groups and messages.

The primary OVO user interface is a snap-in to the Microsoft Management
Console (MMC) and it provides access to all of the OVO user and administrative
capabilities including Service Maps. A separate web GUI is available which
provides access to some user functions including message browsing.

Note
OVO for Windows was previously named VantagePoint Windows (VPW).

OVO for Windows uses a three-tier architecture made up of a management server,
management consoles, and agents running on the managed nodes. The simplest
implementation of OVO for Windows uses a single management server. More
complex solutions can involve tying multiple management servers together in a
hierarchy, which is called a manager-of-managers configuration. OVO for
Windows can be combined with other OVO for Windows management servers or
OVO for UNIX management servers as dictated by the requirements of the
implementation.

At the heart of OVO for Windows is the management server. The management
server uses a database to store the service model, information about the managed
nodes, methods used to manage the nodes, and events that have occurred on the
managed nodes. Reports, graphs, and forwarding to OVO for Unix policies are all
handled on the management server.

OVO for Windows uses policies to manage the environment. Policies are stored
centrally on the management server and deployed to the managed nodes
automatically or by the OVO for Windows administrator.
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OVO event processing
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OVO for Unix and Windows share a common core feature which is the processing
of events from across the IT infrastructure.

Note

While OVO for Unix includes Network Node Manager, it is not included with
OVO for Windows although NNM for Windows can be loaded on the same
management station and does integrate with OVO for Windows.

Collecting

Collecting is the phase when events are created and are detected by OVO
components. Many different sources may be taken as the originator of events -
SNMP Traps & Variables; Application and System Logfiles; Programs and scripts;
Performance Agents; PerfMon counters; WMI events and counters.

Processing

Processing is the phase when events are evaluated and classified. We can define
policies regarding filtering to suppress or forward selected messages, prioritizing
using severity, grouping into message groups, and threshold checking of metrics.
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Acting

Rev. 3.43

Acting is the phase when messages are taken as the starting point for the (human
or automatic) activities. Some of the actions include starting programs or scripts to
correct a problem or gather more information at the time that the problem occurs
either automatically or at the option of an operator; escalate events to other
management servers; forward events to trouble ticketing systems, notification
software or event correlation engines.
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SPI integration
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The Storage Area Manager integration with OVO includes:

m  Storage Area Manager installation — Storage Area Manager is installed to
manage the customers SAN.

= OVO Management Server installation — OVO is installed and used by
customer to manage their IT infrastructure.

= SPI Installation — The Storage Area Manager SPI is installed on the OVO
management station.

= OVO Agent Distribution — The customer distributes the OVO Agent and the
Storage Area Manager SPI policies/templates to the Storage Area Manager
nodes (management servers and Host Agents)

m  SPI Activated — Once deployed, the SPI policies/templates are automatically
executed by the OVO agent to monitor Storage Area Manager and the
customers SAN.

s Host Agent Monitoring — The SPI monitors the Host Agent processes and
allows the OVO user to start, stop, and check on the status of the Host Agents
via the OVO application desktop or tools.

m  Management Server — The SPI monitors the Storage Area Manager
management server, forwards Storage Area Manager events and sends OVO
event acknowledgements back to Storage Area Manager.
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Service Maps — Service maps are automatically created and updated into OVO on
a periodic basis. The SPI uses the Storage Area Manager Bridge to access the
Storage Area Manager database to draw the service maps.

SPI installation
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The high level steps to install the Storage Area Manager SPI are shown here. The
Storage Area Manager SPI installs in much the same manner as other OVO SPIs.

1. Install the SPI from Storage Area Manager CD using Software Distributor on
OVO/Unix systems and a standard Microsoft installer on OVO/Windows
management stations.

2. Add the Storage Area Manager nodes to OVO and deploy the OVO agent.

3. Deploy the Storage Area Manager SPI to the Storage Area Manager
management server and on all nodes and hosts that contain the Storage Area
Manager Host Agent (HA).

The Storage Area Manager SPI automatically starts monitoring.

Rev. 3.43
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SPI for OVO integration features

17 - 22

The main features provided by the Storage Area Manager SPI for OVO are:
m  Event Forwarding
m  Process Monitoring
m  Administrative Application Access
e  Using OVO Application Bank / Tools
m  Operator-assisted actions
e  Context-sensitive Storage Area Manager GUI launching
m  Event acknowledgement from OVO to Storage Area Manager

The latest release of the SPI also includes custom icons to depict the Storage Area
Manager message group and application group. Custom icons for Storage Area
Manager management servers and Host Agents are also provided for the OVO
node bank, and a new application icon for the Storage Area Manager application
desktop items.

The SPI does not provide the following features:
m  Textual Storage Area Manager Event Reports within OVO GUI

m  Automated actions of Storage Area Manager events
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SPI event forwarding
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The Storage Area Manager SPI uses OVO log file encapsulation to forward
Storage Area Manager events to the OVO agent. The OVO agent must be installed
on the Storage Area Manager management server since the log file template must
be distributed to the Storage Area Manager management server. Events are
forwarded from the Storage Area Manager management server to OVO through
the Storage Area Manager event template.

Event categories

The picture above shows the categories of storage events that are forwarded from
the OVO Agent that is deployed on the Storage Area Manager management server.
The OVO log file template provided with the SPI specifies which storage events
are forwarded to OVO and which are suppressed (not sent to the OVO
management server). Events are also filtered to eliminate duplicates.

Storage Area Manager GUI operator action

Rev. 3.43

Note that the latest (3.1) version of the SPI has added support for performing
context-sensitive launching of the Storage Area Manager GUI as an OVO
operator-initiated action. This capability is provided based on information that has
been added to the Storage Area Manager SPI event forwarding. In addition,
improved event suppression reduces the possibility that duplicate events
concerning the same Storage Area Manager problem will be received.

Note

The Storage Area Manager Remote GUI client must be installed on the OVO
management server for the context sensitive actions to work. The GUI can be
installed from the Storage Area Manager CD or by connecting to the Storage
Area Manager server with a web browser — http://<ov-sam-server>:8040

17 - 23



HP OpenView Storage Area Manager Fundamentals

ASCII logdfile

Storage Area Manager events are written to the following files:
m  <ManagementRoot>\managementserver\logs\CS-EventExport.log
s  <ManagementRoot>\managementserver\logs\CS-AckDelExport

These files roll over when the Storage Area Manager service is restarted, or when
its size threshold is reached. The threshold size is specified in the file:

<ManagementRoot>\managementserver\config\Loggers.prp

The files are renamed to CS-EventExport 0.log, CS-EventExport 1.log and so
forth.

Template customization

Events

17 - 24

As with any OVO SPI, it is recommended that the customer review the template
conditions to determine which events should be forwarded and which should be
suppressed in their environment.

Following is a list of the events written to the CS-EventExport.log file. If
customers want to customize the OVO events, this is the list of all possible events
they can capture and forward to OVO.

Accountant events

Event Name Event Identifier Event Description
AGING_DATA FILES 0x0000000000000010 Data files aging out
ACCOUNT_CREATED 0x0000000000000100 Account created
ACCOUNT_CLOSED 0x0000000000000200 Account deactivated
ACCOUNT_MODIFIED 0x0000000000000400 Account modified
LUN_ASSIGNED_TO_ACCOUNT 0x0000000000000800 Assign LUN to Account
LUN- 0x0000000000001000 Deassign LUN from
DEASSIGNED_FROM_ACCOUNT Account
SERVIDE_LEVEL _CREATED 0x0000000000010000 Service Level created
SERVIDE_LEVEL_DELETED 0x0000000000020000 Service Level deleted
SERVIDE_LEVEL_MODIFIED 0x0000000000040000 Service Level modified
LUN_ASSIGNED_TO_SERVIDE_L 0x0000000000080000 Service Level LUN
EVEL assignment

LUN- 0x0000000000100000 Service Level LUN
DEASSIGNED_FROM_SERVIDE_ deassignment

LEVEL

BILL_EXPORTED 0x0000000000200000 Bill Report exported
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BILL_SCHEDULE_CHANGED

BILL_GENERATED

USAGE_COLLECTED

GENERATED_MISSED_BILL

LUN_STATUS CHANGED

LUN_SIZE CHANGED

LUN_DELETED

0x0000000000400000
0x0000000004000000
0x0000000008000000
0x0000000010000000
0x0000000020000000

0x0000000040000000

0x0000000000800000

Bill Schedule changed

Bill Generated

Usage collected

Missed bill generated

Device reported LUN status
changed

Device reported LUN size
changed

Device reported LUN
deleted

Allocater events

Event Name Event Identifier Event Description
REALITY_TO_POLICY 0x0000000000000010 Reality to policy event
MULTIPLE_WRITER_SCENARIO 0x0000000000000020 Very dangerous! Client
needs to take
care of this
ILLEGAL_OBJECT_DELETION 0x0000000000000040 An illegal object was
deleted
HOST_DELETION 0x0000000000000080 A host was deleted
CONFIGURE_REQUEST_SUB_STAT 0x0000000000000200 Part of a whole
us configuration request.
SCSI_SCAN 0x0000000000000400 A host initiated a SCSI
scan
CONVERT_SEVENT_TO_STORGE_  0x0000000000080000 Convert to StorageEvents
EVENT
ACTIVATION_WIZARD_CONFIGURE 0x0000000000100000 Activation Wizard
_REQUEST
ROGUE_SERVER 0x0000000000000100 Rogue Server
HOST_COMMAND_SET_COMPLETE 0x0000000000000800 Host Command Set
D Completed
POSSIBLE_ROGUE_SERVER 0x0000000000020000 Possible Rogue Server
RUID_ENABLED_BUT_NOT_VISIBLE 0x0000000000040000 LUN assigned but not
visible to the host
CONFIGURE_REQUEST_STATUS 0x0000000000000001 Allocater configuration

dialog status
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Builder events

Event Name Event Identifier Event Description
UNKNOWN_THRESHOLD_E 0x0000000000000001 Value of some capacity
XCEEDED measurement falls outside a
preconfigured threshold range
STORAGE_DOMAIN_THRE 0x0000000000000002 Value of a storage domain
SHOLD_EXCEEDED capacity measurement falls
outside a preconfigured
threshold range
STORAGE_DEVICE_THRES 0x0000000000000004 Value of a storage device
HOLD_EXCEEDED capacity measurement falls
outside a preconfigured
threshold range
HOST_THRESHOLD_EXCE 0x0000000000000008 Value of a host capacity
EDED measurement falls outside a
preconfigured threshold range
NAS_DEVICE_THRESHOLD 0x0000000000000010 Value of a NAS device capacity
_EXCEEDED measurement falls outside a
preconfigured threshold range
VOLUME_THRESHOLD_EX  0x0000000000000020 Value of a volume capacity
CEEDED measurement falls outside a
preconfigured threshold range
MANAGED_DIRECTORY_T  0x0000000000000040 Value of a managed directory
HRESHOLD_EXCEEDED capacity measurement falls
outside a preconfigured
threshold range
USER_ACCOUNT_THRESH  0x0000000000000080 Value of a user account capacity
OLD_EXCEEDED measurement falls outside a
preconfigured threshold range
USER_THRESHOLD_EXCE  0x0000000000000100 Value of a user-related capacity
EDED measurement falls outside a
preconfigured threshold range
CONSUMPTION_BLOCK_ T 0x0000000000000200 Value of a consumption block
HRESHOLD_EXCEEDED capacity measurement falls
outside a preconfigured
threshold range
ORGANIZATION_THRESHO  0x0000000000000400 Value of an organization related
LD_EXCEEDED capacity measurement falls
outside a preconfigured
threshold range
VOLUME_GROUP_THRESH 0x0000000000000800 Value of a group-wide capacity
OLD_EXCEEDED measurement falls outside a
preconfigured threshold range
COLLECTION_ERROR 0x0000000000001000 Lists corrupt volumes
encountered when gathering file
data on a host
APP_ORACLE_THRESHOL  0x0000000000002000 Value of an Oracle capacity
D_EXCEEDED measurement falls outside a
preconfigured threshold range
APP_EXCHANGE_THRESH 0x0000000000004000 Value of an Exchange capacity

OLD_EXCEEDED

measurement falls outside a
preconfigured threshold range
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Database events

Event Name Event Identifier Event Description
SPACE_ALERT 0x0000000000000001 Not enough free space for
database to get to
maximum size
PERCENT_ALERT 0x0000000000000002 Database has reached the
configured percentage
EVENT_ALERT 0x0000000000000004 Total number of events are
greater than the
configured setting
SPACE_PANIC 0x0000000000000008 Free space in database is
less than configured
amount
FLAT_DIRECTORY_DISK_S 0x0000000000000010 Free disk space on a

PACE_ALERT

volume being used for

binary data storage is very
low

Discovery events

Event Name Event Identifier Event Description
CYCLE_START 0x0000000000000001 Discovery cycle started
CYCLE_DONE 0x0000000000000002 Discovery cycle finished
CYCLE_LONG 0x0000000000000004 Discovery cycle long
NEW_DEFS_JAR 0x0000000000000008 New discovery class/device
object/device
properties/icons on server
TURNED_ON 0x0000000000000010 Discovery turned on by
user
TURNED_OFF 0x0000000000000020 Discovery turned off by

user

Storage Node Manager (device events)

Event Name

Event Identifier

Event Description

STATUS_CHANGED_EVENT  0x0000000000000001 Signifies a status change
was detected for a device

POLLED_EVENT 0x0000000000000002 Signifies an event was
retrieved from a device via
polling

INTERRUPT_EVENT 0x0000000000000004 Signifies an SNMP trap was
received by the management

LINK_STATUS_UP 0x0000000000000008 Signifies a status change
was detected for a link

LINK_STATUS DOWN 0x0000000000000010 Signifies a status change

was detected for a link
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Passphrase cache events

Event Name

Event Identifier

Event Description

BAD_PASSPHRASE

0x0000000000000001

A passphrase requested is not
known or is wrong. The user
needs to correct this.

Model events

Event Name

Event Identifier

Event Description

OBJECT_ADDED 0x0000000000000001 Model object added
OBJECT_DELETED 0x0000000000000002 Model object deleted
OBJECT_UPDATED 0x0000000000000004 Model object updated
ATTRIBUTE_ADDED 0x0000000000000008 Model object attribute
added
ATTRIBUTE_DELETED 0x0000000000000010 Model object attribute
deleted
ATTRIBUTE_UPDATED 0x0000000000000020 Model object attribute

updated

Optimizer events

Event Name Event Identifier Event Description
COLLECTION_STARTED 0x0000000000000001 Performance data
collection has started
COLLECTION_STOPPED 0x0000000000000002 Performance data
collection has stopped
COLLECTION_BACKLOG 0x0000000000000004 Performance data
collection has backlogged
THRESHOLD_ALERT 0x0000000000000008 Threshold for a particular
metric has been exceeded
PB_TOOL_NOT_INSTALLED  0x0000000000000010 Tool for collecting
performance data is not
installed
PB_TOOL_NOT_RUNNING 0x0000000000000020 Tool for collecting
performance data is not
running
SNAPSHOTS_PURGED 0x0000000000000040 Performance data has
been purged from
database
BASELINES_EXCEEDED 0x0000000000000080 Number of available baselines
has been exceeded
PROCESS_WAITING 0x0000000000000100 Scheduled process is

waiting
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Managed application events

Event Name

Event Identifier

Event Description

APP_INSTANCE_STATUS_C
HANGED_EVENT

0x0000000000000001

Signifies a status change was
detected for a managed
application instance

Event management events

Event Name

Event Identifier

Event Description

PERIODIC_EVENT_DELETIO 0x0000000000000001 Periodic Storage Event
N deletion
AUTO_CONSTRAINT_ADDE  0x0000000000000002 Automatically added a

D

constraint to block events
(SNMP traps) from an
unmanaged device

Framework events

Event Name Event Identifier Event Description

COMPONENT_STARTED 0x0000000000000001 All components of the server
have been
initialized/started

COMPONENT_SHUTDOWN 0x0000000000000002 All components of the server
have been shutdown

CLIENT LOGIN 0x0000000000000004 A client has connected and
logged in successfully

CLIENT LOGOFF 0x0000000000000008 A client has logged out and
disconnected

CLIENT DEAD 0x0000000000000010 A client has disconnected
without logging in

SERVER BROKEN 0x0000000000000020 Server connection heartbeat

fails
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SPI process/services monitoring

OpenView
Operations

[5i] OVO Agent OV SAM HA OV SAM HA
OV SAM OVO Agent OV(.) Agent
management UXx Windows
server server server
OV SAM MS OV SAM HA-UX OV SAM HA-NT
Mgmt Server (Svc) Host Agent (daemon) Host Agent (Svc)
Embedded DB (Svc) OpenDial (daemon) OpenDial (Svc)
Bridge (Svc) Hostwatchdog (daemon)

The OVO Agent monitors Storage Area Manager processes on the management
server and on Host Agents every five minutes. If any process stops, an event is
generated and an OVO operator-initiated action is provided to restart the process.

Normally, you would not need to restart any service that the monitor reported as
being stopped. All the services of Storage Area Manager are under control of a
watchdog process that automatically restarts processes that have “died”. However,
you can start up a service that was stopped manually (via the OVO application
desktop item or on the system directly). Once the process is restarted, the event is
automatically acknowledged in the OVO events browser.

These services are also depicted in the service maps that are maintained by the
Service Navigator and OVOW service map integration.
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SPI application desktop
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Management server

Start / Stop / Status
Services and Start GUI

DB Backup / Restore

Host Agent - Windows

HA Start / Stop / Status

OpenDial Start / Stop /
Status

H

OpenView
Operations

OVO Agent
Host Agent - Unix OV SAM
management
HA Start / Stop / Status server

OpenDial Start / Stop /
Status

OV SAM HA OV SAM HA
OVO Agent OVO Agent

UXx Windows
server server

The Storage Area Manager SPI creates an application group in OVO for Unix
(Tools within OVO for Windows) called OpenView SAM in the OVO Application
Desktop. The SPI application group is further broken down into three application
groups called Management Server, HostAgent-Windows, and HostAgent-UX.

This slide shows the type of control that can be applied to Storage Area Manager
from OVO. With the 3.0 release of Storage Area Manager, the SPI enhanced
application desktop integration includes:

m  Management server status application

m  Host Agent status application

m  Access to the Storage Area Manager GUI

Note

Note that the Storage Area Manager client package must be installed on the
OVO management server to access the Storage Area Manager GUI.
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The concept of providing a service view is to map the problems discovered by
OVO to the IT services being monitored. Instead of focusing on single elements
within a complex IT environment, management can be done by focusing on IT
services.

Both OVO for Unix and OVO for Windows have the capability of providing
service views of the IT infrastructure. In OVO for Unix, this capability is provided
by Service Navigator and for OVO for Windows it is provided by Service Maps.

hp OpenView Service Navigator is an add-on component of the hp OpenView
Operations for Unix Java-based operator GUI. It is integrated within the OVO for
Windows Microsoft Management Console interface.

These products enable management of the IT environment by focusing on the IT
services provided. While OpenView Operations can detect, solve, and prevent
problems from occurring in networks, systems, and applications in the IT
environment, service views goes a step further by showing and diagnosing
problems from the user’s view of a service

These products are based on OVO and depend on the monitoring, message, and
action capabilities that OVO provides. If a problem occurs on one of the objects
managed by OVO, a message about the problem is generated and sent to the user
responsible for the area concerned. With service views configured, the message is
mapped to the service that is impacted by the problem and sent to the user
responsible for that service.
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Application service views

The application service views provided by both products can capture the elements
of'a complex end-to-end service environment, such as network elements, computer
systems, databases, and the actual applications. It then displays their
interdependencies in an easy-to-understand manner. IT staff can look at the
complex dependencies between these managed elements and interpret lower-level
data in terms of importance to the higher-level service.

Status propagation

Interpreting lower-level data in terms of its importance to the higher-level services
is essential for preventing problems before they impact the business. An advanced
real-time status propagation mechanism in hp OpenView Service Navigator allows
IT management staff to immediately determine the impact of a component failure
on the overall service. This helps IT professionals to better prioritize their
problem-solving efforts.

Within a complex environment, it can be quite difficult to identify the root cause
of an existing or emerging problem. hp OpenView Service Navigator allows IT
professionals to efficiently pinpoint problems by quick navigation to faulty
components of a service for further diagnosis or problem resolution, speeding up
mean time to recovery (MTTR).

Root cause analysis

Root cause analysis performs a top-down investigation of the hierarchy of selected
services or nodes, and stops at the hierarchical level of the service or node that
caused the status to change. There may be more levels below that, but they are not
displayed because the services or nodes on those levels do not contribute to the
problem.

In a complex environment with many hierarchical levels, it can be difficult to
determine whether the service, or one or more sub-services, have caused a severity
change.

To help determine the source of a problem, Service Maps provide root cause
analysis to quickly identify the service or node that is not performing. Root cause
analysis starts at the level of a selected node or service, stops at the level where the
cause of the problem lies, and draws a map of the problem source and the nodes or
services affected.
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Impacted services

Impact analysis works in the other direction from root cause, (from the bottom up),
by searching through the service hierarchy to display other services or nodes that
are impacted by the change in status. The nature of the impact is determined by the
status propagation and calculation rules configured by the administrator. The
impact path of a service or node is displayed in the console tree.

Because the impact analysis only considers negative impacts (status changes from

good to bad), the impact graph does not necessarily display the top-level service or
node. Instead, it stops where the impact occurred or at the highest level of services
registering a status change.

Service Navigator/Map integration features
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The Storage Area Manager integration with Service Navigator and Service Maps
includes the following:

m  Definition of the service hierarchy
m  Definition of the status propagation rules

m  Periodic updates of the service hierarchy based on changes discovered by
Storage Area Manager

The service map update process is scheduled to update the maps based on the
Storage Area Manager database once every hour.

The integration with Service Navigator provides two service maps:
m A Storage Area Manager service map
m  An operational storage links service map

Services in the map are not removed until five discoveries have occurred without
the service. Using the Storage Area Manager Bridge, this integration can
consolidate maps from multiple management servers.
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OpenView Reporter
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OpenView Reporter provides the following key features:

m  Collects and reports on status of business services, applications, systems, and
networks gathered from hp OpenView Storage Area Manager

m  Creates scheduled web-based reports based on OpenView data
m  Generates reports in HTML and posts to IIS server for browser viewing

m  Provides a one-stop shop for reports (many OpenView products provide
Reporter integration)

OpenView Reporter integration
The main features of Storage Area Manager integration with Reporter include:
m  Required integration components are bundled into an easy-to-install package.

m  Storage Area Manager data is gathered using the gather sam process through
the Storage Area Manager Bridge.

m  Information across multiple management servers is consolidated into a single
set of reports.

m  Storage Area Manager “organizations” are related to Reporter “customers”
for customer-based reporting.

m  Ability to create “on-demand” reports and graphs on any of the data collected
from Storage Area Manager. This provides the ability to look at trends over a
user selectable time period. By default, 14 “on-demand” reports are provided.

m  Information is stored in the Reporter database.

m  Thirty-seven report templates are provided.

Rev. 3.43 17 -35



HP OpenView Storage Area Manager Fundamentals

Reporter Web page
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The Reporter web page can be displayed from the Reporter administrator GUI by
selecting the Globe icon on the toolbar.

The reports are divided into families. The web page shown above displays the
Storage Area Manager link. This link is automatically added to the Reporter web
page after the first time the Storage Area Manager reports have been run by
Reporter.
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Storage Area Manager reports
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Reports in Family: Storage Area Manager

Reports for All Systems

Inventory

Inventory of Bridges

Inventory of Hosts
Inventory of Interconnect Devices

Inventory of MAS Devices
Inventory of Storage Devices

Capacity

Capacity of Applications

Capacity of Exchange Admin Groups
Capacity of Hosts

Capacity of NAS Devices

Capacity of Oracle Database Components
Capacity of Storage Devices
Capacity of Volume Managers
Capacity of Volumes

Maximum Directory Consumption
Maximum Consumption by User

Capacity Overview by Domain

Allocation on Storage Devices
Consumption on Hosts
Consumption on MNAS Devices

Service Level Information

As with all of its reports, Reporter presents the Storage Area Manager reports
using its [IS-based web pages. The Storage Area Manager reports are organized

into logical categories:

Capacity Overview by Domain
Service Level Information

Customer-Based Reports
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Example Storage Area Manager reports
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Shown here are examples of two of the reports that are part of the Storage Area
Manager integration with Reporter. The Capacity of Volumes report shows
capacity information for the file systems contained on managed hosts and NAS
devices discovered in the storage network. The Allocation on Storage Devices
report displays a summarized graph by storage domain showing the allocation of
storage devices discovered in the storage network.
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Reporter integration installation
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A) Download/install Reporter
integration package

B) Run Gatherer OpenView

C) Scheduled Gather (IIS web server) @

Configuration Editor Reporter E[ Web Browsel]
collects SAM data and T End
Reporter generates reports I user
D) Users view reports via | @
web browser 1
1
|
WV
SAM Bridge OV-SAM HA | OV-SAM HA |
OV SAM OV SAM
management management ux* Windows
server — server server
' ! —

SAM Bridge . .
* HP-UX, Linux, Solaris Storage Storage

The example above provides an overview of how to install the Storage Area
Manager integration for Reporter. The integration is installed on the Reporter
Windows management server. The steps to install the integration include:

m  Inserting the Storage Area Manager CD into the OV Reporter system and
running the <cd-rom>\ov_integrations\ovr\setup.exe program.

m  Either waiting for the gather sam.exe and RepChrys.exe programs to run
over night, or forcing them to run now (one after the other).

m  Connecting to the IIS web server on the Reporter system to view the Storage
Area Manager reports.
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Service Desk

hp OpenView Service Desk automates IT infrastructure management processes to
control the quality and delivery of business-critical IT services. The supported IT
management processes can be managed against agreed-upon service levels. The
service level is negotiated and agreed upon by the customers of the service.

Service Desk provides a solution for integrated call management, incident
management, problem management, configuration management, change
management, and service level management. It is integrated with OVO for Unix
and other OpenView products.

The goals of Service Desk are to:

m  Increase the quality and quantity of delivered services.

m  Decrease the time required to resolve incidents.

m  Prevent incidents from occurring or reoccurring.

m  Reduce the risk associated with an evolving IT infrastructure.

m  Manage processes involved in delivering high-quality service levels.

The Service Desk product has three modules:
s Helpdesk — Includes call, incident, problem, work, asset, and config
m  Change — Includes work, changes, project, asset, and config

m  Service Level Manager — Includes services and SLAs, asset, and config

Service Desk integration

17 - 40

The main features of the Storage Area Manger integration with Service Desk
include:

m  Storage Area Manager Configuration Item Categories are created in Service
Desk.

m  Storage Area Manager managed devices are imported directly into Service
Desk as Configuration Items.

m  Storage Area Manager events are forwarded to Service Desk as incidents.

m  Storage Area Manager events acknowledged in Service Desk are
acknowledged in OVO and Storage Area Manager (using the OVO-Service
Desk integration package).

m  Configuration items and events are forwarded from multiple Storage Area
Manager management servers through the Storage Area Manager Bridge.

Note

Forwarding of events from Storage Area Manager, as well as
acknowledgement of Storage Area Manager events by Service Desk, are both
dependent on implementation of the OVO Service Desk integration.
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Internet Usage Manager

The main features of Internet Usage Manager include:

m  Provides a flexible, scalable platform for deploying mediation and usage
management solutions for service providers

m  Collects, aggregates, and correlates usage data from across the network
(traffic flows), systems (CPU utilization), and storage

m  Implements usage-based billing systems, manages capacity, and analyzes
subscriber behavior

The IUM framework gathers usage information from network devices and/or
services (routers, ATM switches, Web servers, mail servers, VOIP and wireless
gateways, and so on.). It filters and combines that information based on customer
site needs, and then makes the information easily available to any application
through file-based or programmatic (API) means.

IUM implements usage-based billing systems, manages capacity, and analyzes
subscriber behavior to develop strategic marketing programs and profitable value-
added services. [IUM can support both prepaid and post-paid billing models with a
single implementation. IUM has also been used to enable auditing and allow for
immediate processing of usage data.

The goals of IUM are to:
m  Increase visibility into complex infrastructures.

m  Enable easy plug-in of new mediation and management capabilities with
minimum risk to existing infrastructure and processes.

m  Provide the data needed to implement usage-based billing models and
maximize revenues from existing services.

n Scale to millions of subscribers.

Integration goals
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The goals of the Storage Area Manager integration with I[UM include:

m  Allows IUM customers to include Storage Area Manager capacity and billing
information to provide a broader view of resource usage in their environment

m  Supports HP’s charge-back scenario
m  Supports HP’s pay-per-use (PPU) initiative

The HP’s Pay-Per-Use (PPU) program has very specific requirements and test
procedures that the IUM integration is designed to support. The PPU program
supports the leasing of HP equipment in such a way that the customer pays for
only what they are using. Both the [UM integration and the HP PPU program use
the Storage Area Manager interface described here.
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When used with IUM, the retrieved Storage Area Manager files are sent to the
IUM Usage Database application for aggregation and compilation of the individual
usage records. The aggregated output of the Usage Database provides chargeable
metrics that are sent to HP’s billing division, FCG, for manual or automated
billing procedures.

IUM integration features
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The main features of the Storage Area Manager integration with [UM include:
m  File System (volume) utilization of the discovered hosts

m  LUN allocation of the discovered storage devices

New usage information provided with Storage Area Manager 3.0 includes:

m  Directory consumption

m  User consumption

m  Enhanced file system mapping to LUNSs to include utilization of storage

s LUN utilization (on LUNSs used by host volume managers, such as LVM and
VxVM)

Storage Builder and Storage Accountant data is passed independently of one
another. Storage Builder and Storage Accountant interfaces to [IUM can be
configured separately. In addition, a license for Storage Builder and Storage
Accountant must be available to pass data from these modules to IUM.
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IUM integration architecture
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Storage Area Manager IUM Server
management server

Storage Storage

Builder Accountant
Logical
Volume Unit
u q
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files Server lum applications
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4 ,

| http://<ovsam>:8040/3rdPartyDataFiles/LunSize |

Storage Area Manager provides key usage metrics periodically to [IUM: Storage
Builder outputs file system (volume, capacity, and user) utilization information

m  Storage Accountant outputs Logical Unit (LUN) allocation information

The Storage Area Manager IUM Storage Collector retrieves the usage information
by accessing the built-in Storage Area Manager http server at port 8040.
Depending on the IUM configuration, this information can eventually be
forwarded to applications that analyze, rate, and collect bill usage information
from a variety of [lUM sources.

The output files for the volume information updated to include the Logical
Volume Manager data resides in:

<OVSAM install>/managementserver/webroot/3rdPartyDataFiles/CapacityUsage/

Storage Area Manager keeps ten days worth of files and appends sequence
numbers on the files that range from 0 — 9. The file names begin with the directory
name and append the next appropriate sequence number:

CapacityUsage0.txt, CapacityUsagel.txt, ..., CapacityUsage9.txt
The temporary file used for capacity information until finalization is:
CapacityUsage.tmp

The data files are available through the Storage Area Manager built-in HTTP
server. The URLs associated with the data files are:

http://<OV SAM host>:8040/3rdPartyDataFiles/LunSize
http://<OV SAM host>:8040/3rdPartyDataFiles/CapacityUsage
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IUM integration requirements

Host Agents must be installed to gather host volume info. The gathered data is
used to do billing on a PPU basis.

Device and LUN information is available with Veritas and LVM systems (HP-UX
and AIX).

One important configuration step that must take place in order to collect user and
directory information is to enable file data collection on each Host Agent. By
default, this type of collection is not enabled.

When determining the directories to be metered by Storage Accountant, they must
be configured as a managed directory using the Storage Area Manager GUI.
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Where to get more information

Storage Area Manager integration manuals are available from
http://ovweb.external.hp.com/lpe/doc_serv

m  /p OpenView Smart Plug-In for hp OpenView storage area manager
administrator’s reference for HP OpenView Operations on HP-UX and
Solaris

m  hp OpenView Smart Plug-In for hp OpenView storage area manager
administrator’s reference for HP OpenView Operations on Windows

m  /p OpenView storage area manager Reporter Integration administrator’s
reference

m  /p OpenView storage area manager Service Desk Integration
administrator’s reference

The HP OpenView Web Site is accessible from
http://www.openview.hp.com/OpenView product patches are accessible from
http://support.openview.hp.com/patches/
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Learning check

17 - 46

1.

IUM can be integrated with which of the following Storage Area Manager
applications?

a.  Storage Accountant
b.  Storage Allocater

c.  Storage Builder

d.  Storage Node Manager

Internet Usage Manager is a turn-key storage billing system.
O  True
O False

The IUM integration is enabled with the Storage Area Manager applications
on an individual module basis.

O True
O False

A web server must be installed on the management server to enable the [lUM
integration to gather data from Storage Area Manager.

O True
O False

To collect user and directory information, what collection type must be
enabled on the Host Agents?

If directories are to be metered, is there a configuration step that is required in
the Storage Area Manager GUI and, if so, what must be configured?
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Module 1: Introduction to Storage Area Manager
1. Match the Storage Area Manager application with its key features:

Rev. 3.43

a.

Core Services
Storage Node Manager

Storage Accountant

Storage Allocater

Storage Builder

Storage Optimizer

Management Server

Management Client

SAN Host

Storage Domain

MoM

Bridge

Host Agent

[

|

|@

I}

|~

2

d.  Host-based storage access control

c.  Storage metering and billing

f. Host Disk and Volume metric
performance monitoring

a.  Underlying framework containing
several components that are
shared amongst all products

b.  Device and link status;
application launching

e.  Capacity information for hosts,

storage devices, NAS devices,
volume groups, volumes,
directories and users

Match the Storage Area Manager term with its definition.

Any host in the SAN that has the Storage
Area Manager Host Agent software
installed

A Windows 2000 host with the Storage
Area Manager server application
software installed

Storage Area Manager client application
that consolidates storage information
from multiple storage domains.

Web server application that allows other
applications access to Storage Area
Manager functionality.

Storage Area Manager software
component that must be installed on each
host in the SAN that is to be managed

A management server, its deployed hosts,
and any interconnect and storage they are
connected to

Any host that that has LAN/Dial-up
access to the management server with the
Storage Area Manager client software
installed
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3. The management server is only supported on Windows 2000.
0 True
[0 False

4.  With a few exceptions, Storage Area Manager licensing is based on the
amount or raw (TB) storage in the SAN.

O True
O False

5. Storage Area Manager is available in English, Japanese, or German.
O  True
00 False
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Module 2: The Storage Area Manager environment

Rev. 3.43

1.

As Storage Area Manager discovers and maps devices in the environment, it
places them in the Resources tree and organizes them as storage networks
(SAN-1, SAN-2, and so on.). Each storage network is an island of Fibre
channel connectivity.

O True
O False

List the SAN host requirements for accurate physical mapping.
Supported OS. Host Agent software, HBA supporting the SNIA API

Describe the purpose of Storage Area Manager organizations.

Organizations are supported by Storage Builder and Storage Accountant and
allow segmentation of resources for the purpose of reporting.

Storage Area Manager provides the following three user groups: guest,
administrator, and super user.

O True
O False

Storage Area Manager device status levels include all of the following except
a.  Unknown/unreachable

b. Normal

c. Warning

Critical

e. Offline

o
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Module 3: Core Services/Storage Node Manager

Match the Storage Area Manager component with its description.

architecture
1.
a. AA Server
b. Bridge
c. DDT
d. DIAL
e. EAR

Answers — 4

f.  SNIA HBA Gateway

g. HTTP Server

h.  Repository Server

€.

g

|~

=

[

|

&

i

Receives and processes events

Basic web server that allows
access to the GUI download page

Key host agent component that
does in-band, Fibre channel and
SCSI discovery

The database management
component

Host Agent component that that
gathers Port and Node WWN
information, as well as provides a
way to send SNIA pass-thru
commands

Management server component
that handles discovery and
figuring out the topology

Controls security; keeps track of
all users and permissions

A web server application that
allows other applications access
to Storage Area Manager’s
functionality. This access enables
Storage Area Manager tight
integration with other HP
OpenView enterprise applications

What is the primary method Storage Are Manager uses to discover SAN

hosts?

The management server sends a multicast request for managed hosts to reply,

informing the management server that they are available.
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The three major technologies used in the Storage Area Manager framework
are

a. RMI, SNMP, DIAL
b.  Phluid, Jcore, Clay
c. Clay, RMI, SNIA
d. Jcore, DDT, SNIA

Which of the following is NOT true regarding DPIs?

a. They are device-specific plug-in components that enable Storage Area
Manager to obtain detailed information.

b. They are used to discover SAN hosts using multicast.

c. DPIs for newly supported devices can be integrated after initial
installation.

d.  The are comprised of the following three components: property file,
discovery code, DPI Core class.

At a high-level, describe the discovery process.

Storage Area Manager discovers devices on the storage network through both
out-of-band and in-band methods. Discovered devices are matched with their
corresponding property files. If the device properties file specifies a DPI,
Discovery instantiates the DPI core class and implements device-specific
interfaces in order to collect detailed device information. The information is
saved in the repository.

List the two methods ESP uses to collect device status.

In-band status is obtained using SCSI Gateway. Out-of-band status is
obtained asynchronously from SNMP traps or MIB contents.

List the three services that run on the management server

HP OpenView SAM Bridge. HP OpenView Embedded DB, HP OpenView
ManagementServer
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Module 4: Event management

1.

Answers — 6

Event severity levels correspond directly to the status of the device displayed
in the Source column of the event panel.

O True
O False

Once deleted, events can be restored from the Configuration window for up
to 30 days.

O True
O False

Describe the purpose of event triggers.

Event triggers enable you to assign actions to events that meet criteria you
specify. Triggers listen for events and perform a specified action when the
event occurs. For example, you could configure a trigger to send email
notification if the status for a specific device becomes critical.

By default, Storage Area Manager queries the storage domain for new events
and changes in status of the storage resources every

a 30 seconds
b. 2 minutes
c. 10 minutes

d. 30 minutes

List the three file formats that events can be exported to

Axt, .csv, .xml
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Module 5: Device maps

1. List the two Storage Area Manager map modes and describe the
recommended use of each.

Storage Area Manager provides two device map modes: physical and
inferred. Physical map mode is recommended for most environments.
Inferred map mode is recommended in environments with many fibre
channel hubs.

2. Describe the purpose of the un-mapped devices node bank.

When in physical map mode, devices that do not provide sufficient
information for Storage Area Map to map them with certainty appear in a
node bank at the bottom of the map. To accurately complete the map, users
are expected to make associations with actual devices.

3. List the three types of device links.

Physical, logical, user-defined

4.  Describe two methods for associating an unknown placeholder with the
actual device.

(1) If in the same map, drag the unknown device from the node bank and
drop it onto the placeholder icon in the device map.

(2) If in different maps, right-click the unmapped device in the Resources
tree, and select Associate with Unknown Device from the shortcut menu.

5. NAS devices appear in the Resources tree and on device maps.
O  True
O False

6. The most common use of the Associate Unknown LUNSs feature is to

Associate JBOD disks with its controller

a
b.  Associate unknown placeholders with their actual devices

c. Associate inferred hubs with switches

o

Associate inferred links with actual device links
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Module 6: Application links

1. List two types of application links.

Global and device-specific

2. Device-specific links are a feature of which Storage Area Manager
application?

e. Storage Accountant
f.  Storage Allocater

g.  Storage Builder

h.  Storage Node Manager

—

Storage Optimizer

3. Device management applications are pre-enabled for every device Storage

Area Manager supports.
O True
O False

4. How are device-specific release notes accessed?

Right-click on a device on the device map or in the tree and select Release
Notes (if available) from the shortcut menu.

5. The Application Link wizard is used to link applications to the overall
Storage Area Manager menu.

O True
O False

6.  What application parameter keyword is used in commands for launching a
web-based device manager?

Browser. Note that this must be the first keyword in the command.
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Module 7: Implementation process

1. List the name of the document that is the primary source of information
regarding devices supported by Storage Area Manager.

hp OpenView storage area manager 3.0 Supported Components and
Configuration Guide

2. What is the purpose of the SAN Verification Worksheet and who is the
intended audience?

The SAN Verification Worksheet is used by the implementer (typically an
ASE) to gather information about the customer environment prior to
installing Storage Area Manager. The information gathered is used to verify
that the environment is properly prepared.

3. List three tasks that need to be performed prior to installing Storage Area
Manager.

See Pre-installation tasks on page 7-15.

4.  List three tasks that might need to be performed (depending on the customer
environment) after installing Storage Area Manager on the management
server and deploying the Host Agent software.

See Setting up and Configuring Storage Area Manager on page 7-19
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Module 8: Installation

1.

Answers — 10

List the authorization files that reside on the management server and SAN
host.

authorizedclients.dat resides on the management server.
access.dat resides on each SAN host.

Which of the following is a post-installation task that needs to be performed
AFTER using the Setup Assistant.

a.  Set the SNMP discovery range
b.  Set the storage domain name.
c.  Set the Storage Accountant currency type

d. Configure proxy devices.

Storage Area Manager supports firewall configurations that use NAT.
O True
O False

The only devices that currently support passphrases are
a. JBODs

b. XP Disk Arrays

c. Brocade switches

d. Inferred hubs

Describe the two criteria that must be met for a SAN host to be considered
multi-homed.

The interface through which the SAN host communicates with the storage
network is not its primary interface AND the host agent software was
installed locally.

DHCEP is supported on which Storage Area Manager systems?
Management server only

a
b. Management clients and SAN hosts

c. Management server and MoM clients

&

DHCEP is not supported by Storage Area Manager
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7. HP’s Storage Allocation Reporter customers are being migrated to which
Storage Area Manager application?

a.
b.
C.
d.

Storage Builder
Storage Optimizer
Storage Node Manager

Storage Accountant

8.  Installing Storage Area Manager on the SMA involves upgrading the
Appliance with an extra 1 GB of memory.

O True
O False

9.  Which two Storage Area Manager tasks can be performed using the SMA

software?

a.  Stop/start management server services

b.  Modify Storage Area Manager maps

c.  Access the Storage Area Manager GUI Download page
d.  Stop/start Host Agent services

10. Installation of Storage Area Manager in dual-redundant fabric configuration
may result in

c.

Rev. 3.43

The inability to launch the TCM Element Manager from the Storage
Area Manager GUI

Dual-redundant configurations appearing on Storage Area Manager map
as two separate SANs

Duplicate events appearing on the SMA

Unpredictable performance as Storage Area Manager is not supported in
dual-redundant fabric configurations
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Module 9: Device Plug-ins
1. VA disk arrays are discovered via SNMP?
O True
O False

2. The XP DPI receives events from which of the following:
Command View XP

e.
f.  SNMP Traps

g.  Performance Advisor XP
h.

Business Copy XP

3. Which of these DPI’s require a Storage Area Manager proxy configuration

a. EVA DPI

b. XP DPI

c. EMC Symmetrix DPI
d. VADPI

4.  The XP DPI must be installed and operational on Storage Area Manager
before installing Performance Advisor XP?

O True
O False

5. Which of the following products uses the Storage Area Manager host agent to
gather data:

i.  Command View XP

j. Command View EVA

k. Command View SDM

1. OpenView Network Node Manager
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6. To support all of the features available from the XP DPI, which of the
following is true?

€.
f.

The SNMP agent must be enabled

A Storage Area Manager host agent must be installed on at least one
host with access to the XP

Performance Advisor XP must be installed on the Storage Area
Manager management station.

The Performance Advisor XP CLUI must be installed on at least one
Storage Area Manager host agent system

7. To configure the SANworks Management Appliance proxy for the EVA DPI,
you must have the following information about the EVA:

a.

b.

Command View EVA user name and password

SNMP community name

Command View EVA management server IP address

VCS administrator password

8. The HSG DPI supports which disk arrays:

a.
b.

C.

d.

MA6000, MA8000, EMA12000, EMA16000
MAS8000, RA8000, EMA12000, EMA16000
MAZ8000, RA8000, EMA12000, ESA12000
MA8000, EMA12000, EMA 16000

9. The EMC Symmetrix DPI has the following dependencies:

a.

Rev. 3.43

The EMC SYMCLI must be installed on a least one Storage Area
Manager host agent system

EMC Control Center must be installed and operational.

The EMC Common Array Manager must be installed on the Control
Center console.
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Module 10: Storage Optimizer

1.

Answers — 14

Match the Storage Optimizer component with its description.

a.  Data Collector c.  Responsible for trimming data in
order to manage database
resources.

b. Model Manager b.  Filters Storage Optimizer

supported devices from the
database of devices by Core
Services.

c.  Autopurger

&

Responsible for the collection of
performance data from various
sources of performance data, such
as a hosts, switches, and storage
devices.

Provides the framework to extract
data from performance tools
residing on the SAN host.

d. Metric Retriever

|@

e.  Performance Host Agent d.  Serves as a connection between
collected data stored in the
database and the reports and
graphs that use that information.

The Storage Optimizer Performance Host Agent must be deployed to each
host independently of the normal Host Agent software deployment
procedure.

O True
O False

Storage Optimizer host performance metrics are dependent on OpenView
Performance Agents (OVPA).

O True
O False

In order to properly gather metrics from HBAs, what does Storage Optimizer
require be installed?

OpenView Performance Agents (OVPA). OVPA is not supported on Linux,
therefore Storage Optimizer has a built in performance collector for Linux
operating systems.
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Storage Optimizer is dependent on which application for gathering
performance information from XP Disk Arrays?

a. CommandView SDM

b.  Performance Advisor
AM60

d. ARM

Match the Storage Optimizer feature with its description.

a. Trending d.  Allows for closer inspection of a
specific area of a chart.

b.  Baselining a.  Enables prediction of future
performance

c. Autoscale b.  Identifies resources that are
performing abnormally

d. Zoom c.  Relates metrics more closely to

each other by putting them on the
same scale

By default, Storage Optimizer collects performance data for specified devices
every 15 minutes.

O True
O False

If a collected metric deviates significantly from the baseline value, Storage
Optimizer automatically generates an event warning. This is referred to as

a.  Auto-triggering
b.  Auto-thresholding

c. Baselining

d. Trending

Performance data collection and archiving schedules must be set using CLUI
commands.

O True
O False
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Module 11: Storage Builder

1.

10.

11.

12.

13.

Answers — 16

Storage Builder supports up to 1000 hosts.
O True
O False

Match the Storage Builder component with its description.

a.  Capacity Harvester b.  Collects information on which
user accounts are currently
defined on the host system

b.  User Data Gatherer c.  Collects file and directory
information on all volumes

c.  File Detail Gatherer d.  Collects high level information of
all the file systems that are visible
to the host-both local and remote

d.  Volume Gatherer a.  Collects and processes data from

Host Agents

Before you can view managed directory capacity, file data must be collected
and the directories must be managed.

O True
O False

List the two volume managers supported by Storage Builder.
HPUX and AIX: Logical Volume Manager (LVM)
Solaris, HPUX, Windows 2000: Veritas Volume Manager

Tru64: Logical Storage Manager

Which of the following terms is used to denote disk or LUN space that has a
physical path to one or more SAN Hosts.

a. Visible to hosts

b.  Used space
Free space

d.  Unconfigured space
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14.

15.

16.

A junk file report displays
A list of files that have not been opened in a specified amount of time
b. A list of the largest files on a selected host, NAS device, or volume

c. A list of files that can be identified by specific characters, such as .tmp,
in their names

d. A list of the file contents of the largest directories on a selected host,
NAS device, or volume

Storage Builder relies on OpenView Performance Agents to collect storage
device capacity information.

O True
O False

HP recommends scheduling file collection once a day, when the management
server is not in heavy use.

O True
O False
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Module 12: Managed applications

1. Storage Area Manager managed application features enable you to view
which type of application data?

i.  Accounting
j. Capacity
k. Performance

l. Allocation

2. Oracle AMPs are installed as part of the default Host Agent deployment
process and do not require any additional setup procedures to be performed.

O True
O False

3. Which is not a managed application feature?

a. Maps
b.  Thresholds and alerts
c. Reports

&

Preconfigured application launching

e. Data collection scheduling

17. Volume Manager software is required to view which of the following?
a.  Application status
b.  Any application capacity information

c. Storage device linkages on the map

d.  Historical charts of application status

18. At initial release, Storage Area Manager 3.1 provides capacity and status
information for which two applications? (choose two)

a. Oracle

b. SAP

c.  Microsoft Exchange
d. Lotus Notes

e. DB2
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Module 13: Storage Accountant
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1.

What is the purpose of a Service Level?

The purpose of Service Levels is to determine the price that will be charged
for LUN use.

What are the five steps necessary for setting up Storage Accountant

a. Create Service Levels
b.  Create Organizations
c.  Configure the Billing Period
d. Add LUNSs to Service Levels

Create Accounts
Add LUNSs to Accounts

e

f.

g.  Add LUNs to Accounts or Organizations

h.  Assign Device Membership to Organizations

Storage Accountant can be used to assign LUNS to hosts.

O True

0l False

Organizations can only be created via the Storage Accountant application.
O True

O False

List the Storage Accountant management server JCore components:

Usage Metering, Correlation and Bill Generation, Audit Log

Service Levels must be created before Accounts are created.
O True

0l False
A LUN can be a member of only one Service Level.
O True
O False

Storage Accountant’s LUN assignment GUI insures that organizations are
only billed for LUNSs that they are actually using?

O True
O False
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9. LUNs must be added to a Service Level before it can be associated with an

Account?
O True
O False

10. A manager has requested a report of under utilized devices and the cost per
day of un-allocated space. How could you best provide this information?

The Storage Devices Accounting Summary report

11. LUN:s that are not assigned to Accounts are shown in the Detailed Service

Level report.
O  True
O False

12. Billing data and audit log records are kept for how long?

a. 1 month

b. 6 months
c. 1lyear
13. Reports can be exported in which formats?
a. TEXT
b. HTML
c. CSV
d. XML
14. Storage Accountant events are written to the Storage Area Manager event
browser?
O True
O False
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Module 14: Storage Allocater

1.

Rev. 3.43

Storage Allocater provides which of the following types of LUN security?

a.
b.
C.
d.

Host-based security

Storage-based security

Interconnect-enhanced security

User-based security

Match the Storage Allocater component with its description.

a.

Command/Information

Request Interfaces

Reality-to-Policy
Engine

Command Engine

Layered Security
Coordinator

Local Assignment
Database

Access Control
Components

Common Host Agent

Native Compiled
Library

f.

@

&

@

=

|~

Specialized software components that
run as drivers in the kernel of the
operating system or as a daemon.
Provides LUN access control by using
assignment information in the local
assignment database or received from
the management server.

Processes commands from the
Command/Information Request
Interface and the Reality-to-Policy
Engine. Allows multiple Allocater
GUI/CLUI and internal requests to be
understood and managed.

Handles all assignment, Grouping,
object creation, or deletion operations.
Monitors the difference between
access control currently active in the
storage network (reality) and access
control the administrator has defined
for the storage network (policy).

Allows Storage Allocater to run
without communication from the
management server once LUN
assignments are configured

Provides a bridge between JCORE and
OS native Storage Allocater
components

Listens for requests from the OV SAM
management server and sends request
to the native Storage Allocater
components

Processes batches of assignment and
unassignment requests that it receives
from the Command Engine
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Describe the types of groups that can be created with Storage Allocater.
Security groups (share and associated LUN groups)

Organizational groups (host and LUN groups)

List the three methods available for activating Storage Allocater and describe
the appropriate environment for each.

For new SANSs, activate Storage Allocater within the Setup Assistant.

For existing SANs, use the Storage Allocater Activation wizard.

For environments with hosts behind a firewall, activate Storage Allocater
locally using the CD-ROM.

To receive automatic event notification if a rogue server is discovered, a
trigger must be configured.True

O False

What Storage Allocater command makes hosts aware of new storage?

LUN Discovery

The Special Unassign command is required for HP-UX hosts.
O True
O False
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Module 15: MoM

1. A special license is required to access Storage Area Manager MoM features.
O True
O False

2. Which of the following is NOT a feature of MoM?
Provides Host Agent deployment to multiple SAN hosts at a time

a.
b. Consolidates filtered events from multiple management servers
c.  Provides in-context launching of multiple management clients

d. Displays status from multiple management servers

3. Storage Area Manager supports up to 25 MoM user accounts.
O True
O False

4. Each MoM client must be added to the authorizedclients.dat file of each
management server being monitored.

O True
O False
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Module 16: Database management and basic
troubleshooting

1.

Answers — 24

What is the name of the database configuration file?

solid.ini

List the commands to start the Host Agent and DIAL processes on the SAN
host.

HA_trigger start

dial trigger start

What is the name of the log file that captures information about any of the
Manage Host functions?

<hostname>.log

Logging for <hostname>.log can be set from the Configuration window or by
editing DeployServerConfig.prp on the management server.

O True
O False

Many of the GUI configuration settings are stored in a configuration file on
the management server called gui.prp.

O True
O False

List two commands for gathering support related information on the
management server and SAN host.

support.cmd is used for gathering management server information and
host_support.cmd is used for gathering SAN host information

SAMTools is a web-based application used for troubleshooting problems
with Storage Allocater.

O True
O False
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Module 17: OpenView integration
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1.

IUM can be integrated with which of the following Storage Area Manager
applications?

Storage Accountant

a
b.  Storage Allocater
c. Storage Builder

d.  Storage Node Manager

Internet Usage Manager is a turn-key storage billing system?
O  True
O False

The IUM integration is enabled with the Storage Area Manager applications
on an individual module basis.

O True
O False

A web server must be installed on the management server to enable the [lUM
integration to gather data from Storage Area Manager.

O True
O False

To collect user and directory information what collection type must be
enabled on the Host Agents?

File data collection

If directories are to be metered, is there a configuration step that is required in
the Storage Area Manager GUI and if so, what must be configured?

Yes, the managed directories must be set in the Storage Area Manager GUI.

Answers — 25



HP OpenView Storage Area Manager Fundamentals

Answers — 26 Rev. 3.43



Rev. 3.43

Glossary

Agent

A program or process running on a remote device or host system that responds to
management requests, performs management operations, and/or sends event
notifications. For example, the Host Agent component that resides on each SAN
host.

Assignment

There are three types of assignments in Storage Allocater. When you assign items
to host groups and LUN groups, the items become part of an organizational
structure that is displayed in the Storage Area Manager user interface. When you
assign storage to a host or share group, the individual or grouped hosts are granted
read-write access to the assigned storage. When you assign LUNSs to an associated
LUN group, these LUNs are bound together and must be assigned and unassigned
as a unit. When you assign an associated LUN group, if all the included LUNs
cannot be assigned to a host or group, Storage Area Manager will not assign any of
the LUNSs to the host or group.

Associated LUN group

An associated LUN group allows you to group a set of LUNs into a single
assignable item. Once grouped, the LUNs can be assigned only as a set.
Associated LUN groups can be used for any set of LUNs that needs to be assigned
and unassigned as a unit, for example, stripe sets, mirror sets, and sets of LUNs
that contain parts of the same database.

Baseline

The baseline is a trend that represents normal performance. Deviations from the
baseline trigger threshold events. Performance baselines use triple exponential
smoothing with an adjustable threshold sensitivity.

Baseline sensitivity

Baseline sensitivity is a measure of the emphasis given to newer data in double
and triple exponential smoothing models for predicting future performance or
capacity.

Billing period

The billing period is the period between bills. One period ends and another begins
on the day of the month that is specified in Accountant's bill schedule. For
example, the period that begins on June 27 at 1:00 am ends on July 27 at 1:00 am.
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Bill
A bill is a monthly summary of daily billing transactions arranged by organization
and account.

Bridge

An interconnect device which allows hosts using one communication protocol to
communicate with peripherals using another communication protocol. In the case
of Fibre Channel, a bridge allows a Fibre Channel-based host to communicate with
a non-Fibre Channel device. Bridges also increase the number of peripherals that
can be connected to the host.

Capacity summaries

Capacity summaries condense capacity data that has been collected for a specified
number of days, 7 days by default. Summaries contain the weighted average,
minimum and maximum values, and standard deviation for each measurement that
is collected. The weighted average is displayed in capacity graphs. The minimum,
maximum, and standard deviation are used to construct capacity trends.

Capacity threshold

A capacity threshold is a user-defined limit on used space that, when exceeded,
may need administrative attention. Limits can be minimums or maximums and are
expressed as percentages (%) or absolute quantities (KB, MB, GB, TB, and so on).

CLUI (Command Line User Interface)

An alternative interface to the user interface, which allows you to perform most
Storage Area Manager tasks in a Command window. Each Storage Area Manager
application includes its own set of CLUI commands.

Summary and detail bills and reports
A Summary bill/report shows information about an organization, service level, or
storage device and the charges for its LUNSs.

A Detailed bill/report shows the same summary information plus a LUN-by-LUN
description of charges.

Device management application

Any application that is linked to a specific device or device type. You can only
launch device management applications when you select the associated device or
device type.

Device
Any host, interconnect device, bridge, storage device, or NAS device in your
storage network.
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Directories
Directories are divisions and subdivisions of volumes; for example, "data" in
"C:\data", where "C:" is a volume.

Disk array

A Fibre Channel or SCSI subsystem consisting of multiple disk drives under
command of an array controller, incorporating several unique features that
differentiate it from more traditional devices.

Environment

The conceptual layout of the storage domain and its components. In essence, your
environment is everything that you can see from within Storage Area Manager.
The environment is comprised of storage networks.

Event

A generic term for an unsolicited message emitted by a managed device or
internally by Storage Area Manager. An event is an occurrence of some defined
activity.

Exclusive assignment
A Storage Allocater exclusive assignment occurs when storage is assigned directly
to a host rather than indirectly through a share group.

Fibre Channel

A data transfer protocol that merges high-speed I/0O and networking functionality
to achieve a maximum data transfer rate of up to 200 MB/second over copper and
fiber optic cabling at distances of up to 10 km. Fibre Channel supports multiple
topologies including direct connect, arbitrated loop, and fabric. Fibre Channel is an
open standard as defined by ANSI and OSI.

File mode

File mode is an octal summary of the st mode field in the _stat data structure. The
digits in this octal indicate the file type, attributes, and access mode of the
associated file or directory. To interpret specific digits, refer to the documentation
on your operating system (/usr/include/sys/stat.h on UNIX systems).

Free space
Free space is file system space that is not consumed by files.

Host
A generic term used to describe a computer system on which a software
application or application component is installed.
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Host Agent

Host Agent is a distributed component that gathers information on the
configuration and status of host Fibre Channel resources. Host Agent reports this
information to Storage Area Manager, providing real-time updates that are
displayed throughout the user interface.

The Host Agent component must be installed on each SAN host. You can remotely
install the Host Agent from the Storage Area Manager user interface, or you can
install it locally from the product CD. See the hp OpenView storage area manager
installation guide for instructions on local installation of the Host Agent software.

Host Bus Adapter (HBA)
A peripheral controller card that provides a host system access to the network,
which can be Fibre Channel or SCSI based.

Host group
A host group is an organizational tool that allows you to group hosts into logical
sets. You can group hosts by platform, location, department, or other criteria.

Hub
An interconnect device that provides a common connection point for devices in a
network.

In-band management
Communication management with a device via the primary protocol, Fibre
Channel.

Interconnect
A term used to describe any device that provides connections between multiple
storage devices and/or hosts. Switches, hubs, and bridges are interconnect devices.

JBOD (Just a Bunch Of Disks)

A multiple disk drive configuration, internal or external to a host computer, in
which there is no storage controller. The disk drives are managed by the host
system.

Junk files

Junk files are files that you can identify by the characters in their names, such as
tmp. Typically, these are files that can be deleted to reclaim file space, but junk
files can be defined for any need.
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Lock/unlock

The lock status of a host or group can be changed in the Properties tab of the Edit
window. When a group is locked, you cannot change its name, description, or
assignments; when a host is locked, you cannot change its description or
assignments.

Logical unit (LUN)

A logical unit (LUN) is a physical or virtual device addressable through another
device. Logical units can be thought of as separate storage devices for operational
purposes, although physically that may not be the case.

In Storage Area Manager, "LUN" refers to a logical unit, not a logical unit
number.

LUN group
A LUN group is an organizational tool that allows you to group LUNs into logical
sets. You can group LUNSs by platform, location, department, or other criteria.

Managed host

The hosts in the SAN that are managed by Storage Area Manager. The Host Agent
component must be installed on each SAN host. You can remotely install the Host
Agent from the Storage Area Manager user interface, or you can install it locally
from the product CD. See the hip OpenView storage area manager installation
guide for instructions on local installation of the Host Agent software. Also
referred to as a SAN host.

Management client

The management client is the user interface that uses a common navigation and
presentation framework to display the storage information stored within the
database located on the management server.

The management client is automatically installed on the management server when
you install Storage Area Manager. You can also download the management client
to remote Windows, HP-UX, and Solaris hosts. You can perform the same tasks
from local and remote management clients. Changes made while working from a
remote management client are stored in the database on the management server.

Refer to the hip OpenView storage area manager installation guide for detailed
instructions on downloading and setting up a management client.

Menu bar
The area of the main window located directly below the title bar that contains the
labels for pull-down menu commands.
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NAS (network attached storage)

A technology in which an integrated storage system is attached to a messaging
network that uses common communications protocols, such as TCP/IP. The HP
Surestore NetStorage 6000 is an example of a NAS device supported by Storage
Area Manager.

NIS

Network Information Name Service (NIS) is the UNIX equivalent of Windows
domain user accounts. NIS users can log on from any machine on the network.
Their opposites are local users who can log on a specific machine.

Node
Common name for a Fibre Channel device or storage resource.

Organization

A user-defined collection of storage resources. Organizations do not necessarily
reflect a physical relationship within the storage network. A storage resource can
be a member of more than one organization.

Out-of-band management
Communication management with a device that occurs via a protocol other than
Fibre Channel. For example, the SNMP protocol.

Performance thresholds

Performance thresholds are the boundaries of normal performance. When
measured performance falls outside these boundaries, threshold warnings are sent
to the event panel. Performance thresholds are automatically determined by the
baseline.

Polynomial order

Polynomial order is the number of turns in the polynomial model for predicting
future capacity or performance. For example, the polynomial order of a curve that
increases and then decreases is 2.

Port
The hardware 1/0 by which Fibre Channel devices, or nodes, provide access to the
outside world.

Property
A characteristic or attribute associated with a resource. A property is a placeholder
in which a specific value is assigned to provide information about the state of the
resource.
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RAID (Redundant Array of Independent Disks)
The use of many low cost disk drives as a group to improve performance while
providing redundancy for data security.

Resource

Any object managed by Storage Area Manager that appears in the Resources tree.
Resources include devices discovered by Storage Area Manager and organizations
that you create within Storage Area Manager.

Rogue host
A rogue host is a host that has access to LUNs that are not assigned to it, resulting
in a possible multi-writer situation.

SAN host

The hosts in the SAN that are managed by Storage Area Manager. The Host Agent
component must be installed on each SAN host. You can remotely install the Host
Agent from the Storage Area Manager user interface, or you can install it locally
from the product CD. See the hp OpenView storage area manager installation
guide for instructions on local installation of the Host Agent software. Also
referred to as a managed host.

Seasonality sensitivity

Seasonality sensitivity is a measure of the emphasis given to periodic variation in
the triple exponential smoothing model for predicting future capacity or
performance. It says that data tends to manifest a pattern periodically, for example,
daily or weekly.

Service level

A service level is a category that sets the price that will be charged for LUN use.
The category typically reflects the relative speed, size, reliability, or other LUN
quality.

Share group

A share group is a security group that can contain hosts, LUNs, and associated
LUN groups. Each host in a share group has read-write access to all the assigned
LUNSs and associated LUN groups. Share groups can be used to share data LUNs
or LUNSs that are needed by utilities on all systems that access data LUNs on a
specific device (for example, array management LUNS).
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Shared assignment
A Storage Allocater shared assignment is made when storage is assigned to a host
indirectly, through a share group.

Smoothing

Smoothing is a technique for reducing random fluctuations in the analysis of data
that is collected over time. Smoothing models—moving average and single,
double, and triple exponential smoothing—allow a clearer view of the true
underlying behavior of the data.

Space not visible to hosts
Space that is not visible to hosts has been configured into LUNs but has not been
discovered on any Storage Area Manager hosts.

Space visible to hosts
Space that is visible to hosts has been configured into LUNs and is being used by
at least one host.

Special unassign

If a host, LUN, or associated LUN group cannot be unassigned from a share group,
host, or associated LUN group, you can unassign it by using the Special Unassign
command and rebooting the affected host(s).The Special Unassign command
removes assigned LUNs from an involved host's local list of assigned LUNS, so
after the host is rebooted, it can no longer access the LUNS.

Stale files
Stale files are files that have not been accessed in a specified number of days.

Storage Allocater host status
There are three status options for Allocater hosts:

Activated. Storage Allocater is installed and active on this host.

Deactivated. Storage Allocater was deactivated on this host, and LUNSs are still
assigned to the host.

Nonfunctional. LUN allocation is not functional or working on this host.

Storage Allocater supported host
A Storage Allocater supported host is a host on which Storage Allocater is
installed and active.
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Storage network

Defined in Storage Area Manager as a group of storage resources, such as hosts,
interconnect devices, bridges, and storage devices, which have a common
interconnection. Each storage network is an island of Fibre Channel connectivity,
and each device in a storage network map is able to send Fibre Channel commands
to all other devices in the map. Your installation of Storage Area Manager may
include several storage networks. They are labeled as SAN-1, SAN-2, etc.

Generically defined as a network for which the primary purpose is the transfer of
data between hosts and storage resource and among storage resources.

Switch

A generic interface between each node and the physical layer. Each node is
connected to a switch and receives a non-blocking data path to any other
connection on the switch.

Tape library
A Fibre Channel or SCSI subsystem consisting of multiple tape drives under
command of a library controller.

Title bar

The area at the top of the main window which, by default, contains the title of the
software application that is running in that window (Storage Area Manager) as
well as information about what is currently displayed and selected in the user
interface:

For example:
DEFAULT DOMAIN - hp OpenView storage area manager

Toolbar

The area of the main window located directly below the menu bar which contains
shortcut buttons for frequently used commands. Simply click a toolbar button to

activate its corresponding command. Device maps and performance and capacity
graphs also include toolbars.

Trap

A trap is a message sent from a remote system (an agent) to a manager, without
being explicitly requested by the manager. Agents send traps to managers to
indicate that an error has occurred or an event has taken place. For example, a
device (agent) sends a trap to Storage Area Manager (manager) when an error
occurs at the device.

Traps are also known as notifications or events. You can configure Storage Area
Manager to generate traps that can be received by other management applications.

Glossary - 9



HP OpenView Storage Area Manager Fundamentals

Trend
A trend is a mathematical pattern that is derived from historical data to predict
future values.

Trend sensitivity

Trend sensitivity is a measure of the emphasis given to the up and down
tendencies in double and triple exponential smoothing models for predicting future
capacity or performance.
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Unassignment

There are three types of unassignments in Storage Allocater. When you unassign
items from host groups and LUN groups, they are removed from their
organizational structure in the Storage Area Manager user interface. When you
unassign storage from a host or share group, the individual or grouped hosts are no
longer able to access the storage for read-write access. When you unassign a LUN
from an associated LUN group, the LUN is no longer part of a group that must be
assigned as a unit. When you unassign an associated LUN group from a host or
group, if all the included LUNSs cannot be unassigned, then Storage Area Manager
will not unassign any of the LUNS in the group.

Unconfigured space
Unconfigured space is disk space that has not yet been configured into LUNs or
physical volumes.

Unique instance ID
A unique number that Storage Area Manager assigns to each discovered device
and host to distinguish it from other devices and hosts.

Used space
Used space is file system space that is consumed by data.

User interface

The software component which is the Java-based browser for the user's
environment in Storage Area Manager. The user interface has administrative
capabilities which allow you to change editable properties of Storage Area
Manager and its applications, as well as manage the devices in the storage
network.

Users

Users are login accounts on hosts in the storage domain. Domain and NIS
(machine independent) users are identified by the domain name and user account.
Local (machine dependent) users are identified by the machine name and user
account. Users include NT user groups, such as Administrators, and the members
of user groups.

Visible LUN
A LUN is visible to a host when the host has a physical path to the LUN.
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Volumes

Volumes are logical chunks of physical disk space. Volumes include logical
volumes, which are created using volume managers (Veritas and Logical Volume
Manager), and physical volumes, also called partitions, which are created using
Windows format utilities (such as Disk Administrator).

Volume group

A volume group is a pool of LUNSs that has been created using Logical Volume
Manager (LVM) or Veritas Volume Manager. Volume manager groups allow you
to extend logical volumes on the fly, that is, without destroying and re-creating the
existing volume and moving all the data it contains.

Zone

Zones are a named group of zone members. Similar to the way Storage Area
Manager defines storage networks, members in a zone are able to communicate
with all other zone members.

A zone member may be a member of more than one zone. More than one zone
may be active at a time (Storage Area Manager does not manage the activity state
of zones.)

Zone set

Zone sets are a named group of zones. A zone may be a member of more than one
zone set. Only one set can be active within a storage network. Like zones, Storage
Area Manager does not manage the activity state of zone sets.
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