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Preface

“ Cyberspace...a global artificial reality that can be visited
simultaneously by many people via networked computers.”
(Gibson, 1984)

One of the mass media communications with the most rapid growth in recent
years is the Internet (McKay, Matuskey, Testani, et al., 1998). This increased
importance had a major impact on society, as many people spend alot of time
on the Internet because of work, entertainment, an so forth (Welch, 1996; Damer,
1996, 1997; Bruckman, 1997). At the beginning, the use of the Internet was
limited to chat, e-mail, file transfer, and so forth, but with time the Internet
started to be used as the way to link people who were geographically dis-
persed. This marked the beginning of the first kind of virtual environments
called MUDs—Multi-User Dungeons.

This book isintended to help in the understanding and use of virtual environ-
ments (VESs), starting with its beginnings and tracing their evolution, aswell as
providing in-depth information to develop them formally in order to guarantee a
high degree of quality.

M otivation

The origin of MUDs can be traced back to 1978, thanks to the efforts of Roy
Trubshaw and Richard Bartle who developed the first MUD (Carton, 1995).
These kinds of applications were just textual and focused on entertainment.
When the goal of these MUDs took a different path towards a more social
focus, the term social-MUD was born (Dourish, 1998), and with it the first
social-MUD, called Tiny-Mud, was developed in 1989 by Jim Aspen (1989).
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MUDs continued to evolve and in parallel, taking advantage of technological
advances. Some branches in the development of MUDs endowed these sys-
tems with a graphic interface; this was the birth of VEs. The first VE, called
Habitat, was developed in 1985 by Lucas Film. The Habitat interface was based
on two-dimensional graphics, and it wasthefirst time the graphical representa-
tion (called “Avatar”) of the user was included in the VE.

From this moment, a lot of VEs—some of which included three-dimensional
representation, sound, capability to create new objects during the execution of
the system, virtual reality devices, and agents—appeared (Sloman, 1999).

The term VE does not have a single and accepted definition (Damer, 1997;
Eastgate, D’ Cruz, & Wilson, 1997; Brand, Fanzen, Klintskog, & Haridi, 1998;
Landauer & Bellman, 1998; Saraswat, 1997; Maher & Skow, 1999; Kulwinder,
1999). In general, we can affirm that V Es are software applications that can be
executed in the network and allow the collaboration, learning, training, and simu-
lation in environments such as medicine, culture, teaching, and architecture,
based on their development goal.

Taking into account the evolution of VEs and catal oging them in ageneral way
as interactive systems, we think the term future interactive systems seems to
be appropriate for this new age of multi-sensorial systems where perception
and interaction with the system are being developed widely, and open alot of
new possibilitiesto “feel” the software.

Developing Virtual Environments

In the last few years, there have been a lot of VE developments, due to the
attraction and novelty of VEs. Asaresult of the speed in the evolution of these
systems and their strong relation with technological evolution, the development
of VEs was characterized by an absolute absence of rigor. This is not some-
thing strange, taking into account that these were devel oped for easy solutions
and not to reuse or analyze the system properly. It isimpossible to develop VEs
from an engineering perspective without formalizing.

Next appears the list of areas where VE development efforts have been dedi-
cated in order to highlight the features they focus on:

. Some researchers have dedicated their efforts to improving “social inter-
action” in VEs (Mantovani, 1996; Cherny, 1995; Saraswat, 1997).

. Others (Fahlén, Grant-Brown, Stahl, & Carlsson, 1993; Benford, Snowdon,
& Greenhalgh, 1995) have focused on “mutual awareness’ or perception
of the VE elements.



Vil

. The representation of the avatar in the VE as the way to involve the user
in the VE has been studied in HANIM (1998) and VRML (1997).

. Use of techniques and algorithms in the actual building in VE construc-
tions (Ingram, Bowers, & Benford, 1996; Bridges & Charitos, 1997).

. Definition of the hardware architecture to be designed to support a VE
(Brand et al., 1998; De Oliveira, Todesco, & Araujo, 1999; Maher & Skow,
1999; Gabbard, Hix, & Swan, 1999).

. Definition of recommendations or suggestions to be put into practice in
the development of a VE (Boyd, 1996; Saraswat, 1997).

. The importance that VEs have and will have in the future (Brown,
Encarnacao, & Shniderman, 1999).

. Computer graphic techniques, visualization, communication protocols, and
execution time (Donath, 1997; Kulwinder, 1998; Gabbard et al., 1999; De
Oliveiraet al., 1998).

. VES' usability improvement, focusing on interaction mechanisms, pres-
ence, and perception (Donath, 1997; Eastgate et al., 1997; Conkar, Noyes,
& Kimple, 1999; Kulwinder, 1999; Fencott, 1999).

. U Development of software toolsto support the implementation phase of
VEs (GVU, 2000; Bowman, Koller, & Hodges, 1998).

. User-centered design techniques that have been defined in the area of
Human Computer Interaction and should be useful in VEs (Conkar et al.,
1999; Gabbard et al., 1999).

. Usability engineering is emerging as a new wave in the development of
VEs (Gabbard et al., 1999).

As can be seen from the above, there are many areas in which VEs are used as
atest bed or a powerful tool to achieve experiments, and simulations. But in
spite of this interest, the way in which VEs are being developed is at a very
immature level and there are no specific techniques to be applied during the
development of these systems. So the quality of these systems cannot be en-
sured.

The problem with the development of VEs was so important that at the end of
1998 the National Science Foundation (NSF) and the European Union (EU), in
a joint meeting, decided that it was necessary to improve the way VEs were
being developed. They provided a set of recommendations on the points VEs
research should focus on (Brown et al., 1999):

1. The process of gathering the needs and requirements of the VE users
must be improved.

2. The parameters related to the design and eval uation of new technologies
must be researched in depth.



Viii

3.  The description of mechanisms and procedures to facilitate a
multidisciplinary development are necessary.

The use of software engineering techniques in the VE development process
should be very interesting to answer thefirst point proposed by the NSF and the
EU. Software engineering discipline solved the software crisisinthe’ 70s. This
problem was related to the fact that most of the software cost was related to
the maintenance of the existing software instead of new software develop-
ment. Maintenance was very expensive because software was being devel-
oped without any quality requirement.

Thedesign of VEsisacomplex processinwhich alot of different variablesare
involved (Eastgate et al., 1997). Nowadays, there is little knowledge of VE
design; neither are there guides on how to develop them (Kulwinder, 1999).
Also the development of VEsisespecially critical because alot of modelsfrom
different levels must be integrated (class models, 3D models, architecture mod-
els, behavior models, etc.) (Landauer & Bellman, 1998). In addition, aVE must
be endowed with enough credibility, something not taken into account in tradi-
tional software. Table 1 summarizes the main differences between traditional
software and VEs (Bricken, 1990).

Due to the difficulties in designing VEs and the potential improvements from
the formalization of their development process, this book provides an engineer-
ing vision of future interactive systems, as opposed to other texts based on VE
graphic design. In the chapters included in this book, some researchers and
developers show VESs as software systems developed by applying repeatable
techniques that allow the development of different features of the VES, ensur-
ing quality at the sametime.

Table 1. Table showing the differences between traditional software and
VEs

TRADITIONAL SOFTWARE VIRTUAL ENVIRONMENT

The interface offers functionality. The interface allows the user to be
included/involved in the VEs.

People learn to use computers through the VE technology adapts computers to the tasks

mechanisms of these. humans have to carry out.

Users use the software devel oped. Users are active agents within the application itself
since VEs are designed to increase and change with
users actions.

Usually, only visual. VESs can be multi-functional, that is, have 3D sound
and image, mechanisms to improve the sensation of
immersion, and so forth.

Metaphors are used to give users a clear menta | In VESs, participantsinteract directly with objects as

picture of what the application offers. if they werereal. Therefore, no metaphor is
necessary.




Book Structure and Use

This book is structured as follows. There are two initial chapters dedicated to
the present and future of virtual environments in a general sense, Section |
(Chapters I11 and 1V), Section Il (Chapters IV through VII1), and Section |11
(Chapters I1X through XI).

Chapter |I. Based on the strengths and weaknesses of many current ap-
plications, this chapter discusses how to make virtual worlds (VWSs) “real-
world capable.” With sufficiently realistic data and dynamic processing
capabilities within VWSs, we could work on analysis, engineering, inven-
tion, and design. Thiswill require creating systems with sophisticated inte-
gration and analysis capabilitiesin order to suitably and continually scale
up VWs with rich data sources, such as live data feeds and mobile sen-
sors, and better computational and mechanical capabilities, such as multi-
sensory interfaces and teleorobotics. Scaling VWswill require new strat-
egies and capabilities for the numerousness and variety of resources.

Chapter 11. In this chapter, we look at some of the virtual reality tech-
nologies and their current effect on VEs. From here, we identify human
technological drives and use thisto highlight future technol ogies that will
meld. Lastly, we look at how some of these changes will impact society
and everyday life.

Section | focuses on the definition of two processes that improve the devel op-
ment of virtual environments, covering the whol e software devel opment lifecycle.

Chapter 111. This chapter undertakes a methodological study of virtual
environments (VES), a specific subset of such systems. It takes as a cen-
tral theme the tension between the engineering and aesthetic notions of
VE design. First of all, method is defined in terms of underlying model,
language, process model, and heuristics. The underlying model is charac-
terized as an integration of interaction machines and semiotics to make
the design tension work to the designer’s benefit rather than to eliminate
it. The language is then developed as a juxtaposition of UML and the
integration of a range of semiotics-based theories. This leadsto a discus-
sion of a process model and the activities that comprise it. The intention
throughout is not to build a particular V E design method, but to investigate
the methodological concerns and constraints such a method should ad-
dress.

Chapter 1V. VEs can be seen as a special kind of information system, so
they must be analyzed, designed, and implemented in this respect. This
chapter presents a framework called SENDA, which defines a formal



process model to develop V Es from a software engineering point of view.
AsSENDA isaframework that coversthe whole VE development lifecycle,
this chapter defines processes and tasks for all the software phases. For
each task, a set of techniquesis mentioned and pointed out in the different
chapters of the book where solutions for these techniques can be found,
as well as external pointers on the books where specific techniques can
be found.

Section 1l is dedicated to explaining in detail some design aspects of virtual
environments development.

Chapter V. Virtual worlds, construed in a broad enough sense to include
text-based systems, as well as video games, hew media, augmented real -
ity, and user interfaces of all kinds, areincreasingly important in scientific
research, entertainment, communication, commerce, and art. However,
we lack scientific theories that can adequately support the design of such
virtual worlds, even in simple cases. Semioticswould seem anatural source
for such theories, but thisfield lacks the precision needed for engineering
applications, and also fail sto addressesinteraction and social issues, both
of which are crucial for applicationsto communication and collaboration.
This chapter suggests an approach called algebraic semioticsto help solve
these and related problems, by providing precise application-oriented ba-
sic concepts such as sign, representation, and representation quality, and a
calculus of representation that includes blending. This chapter also in-
cludes sometheory for narrative and metaphor, and case studies on infor-
mation visualization, proof presentation, humor, and user interaction.

Chapter VI. Traditionally, the development of virtual environments has
been tightly dependent on the programmer’s skillsto manage the available
toolkits and authoring systems. In such a scenario, the discussion of dif-
ferent design alternatives, future changes and maintenance, interoperability,
and software reuse are all costly and quite difficult. In order to overcome
this unsystematic and technol ogy-driven process, conceptual modeling has
to be included just before the implementation phase to provide a shared
representation language that facilitates the communication among the dif-
ferent team members, including stakeholders. Reuse and redesign for fu-
ture requirements also have to be included since conceptual models hide
implementation detail s and constraints, and are cheaper and easier to pro-
duce than prototypes. As afirst attempt to attain these aims, this chapter
presents the basis of a constructional approach for the VEs conceptual
modeling through a set of complementary design views related to the VE
components and functions. Moreover, we explore how these design issues
might be addressed by hypermedia modeling techniques, given the simi-
larities between these two kinds of interactive systems and the maturity
reached in hypermedia devel opment.



Xi

Chapter VII. Virtual environments (VES) have a set of characteristics
that make them difficult to design and implement: distributed nature, high-
level graphical design, technology novelty, and so forth. Besides, because
of criticisms or the repetitiveness of some roles played in them, some of
the characters of the VEs usually have to be automated. The risk isto pay
too high aprice, losing attractiveness, usability, or believability. The solu-
tion proposed in this chapter is to control the automated avatars associat-
ing them with software agents, becoming intelligent virtual agents (IVAS).
With this aim, an architecture to manage the perception and cognition of
the agent is described. On the one hand, the perceptual module of this
architecture consists of a human-like model, based on one of the most
successful awareness models in Computer Supported Cooperative Work
(CSCW), called the Spatial Model of Interaction (SMI). On the other hand,
the cognitive modul e proposes an easy-to-configure structure, providing it
with the precise mechanismsto exhibit reactive, deliberative, or even more
sophisticated social behaviors, incrementing the believability of the IVA in
the VE.

Chapter VIII. This chapter proposes an architecture for the devel opment
of Intelligent Virtual Environments for Training (IVETS), which is based
on a collection of cooperative software agents. The first level of the ar-
chitecture is defined as an extension of the classical Intelligent Tutoring
System architecture that adds a new World Module. Several software
agents are then identified within each module. They communicate among
themselves directly viamessages and indirectly viaacommon data struc-
ture, and are used for the collaborative development of plans. Some de-
tails are provided for the most remarkabl e interactions that will be estab-
lished among agents during the system’s execution. The proposed archi-
tecture, and itsrealization in aplatform of generic and configurabl e agents,
will facilitate the design and implementation of new IVETS, maximizing
the reuse of existing components and the extensibility of the system to add
new functionalities.

Section 111 is dedicated to specific developments of collaborative virtual envi-
ronments and mixed reality applications.

Chapter 1X. This chapter gives an overview of some of the issues that
face programmers and designers when building collaborative virtual envi-
ronments (CVES). Thisisdone by highlighting three aspects of CVE sys-
tem software: the environment model (data structures, behavior descrip-
tion) that the system provides, the data-sharing mechanism (how the model
is shared), and the implementation framework (the structure of atypical
client or platform in terms of the servicesit providesto the user). When a
CVE system is designed, choices have to be made for each of these as-
pects, and this then constrains how the designers and programmers go
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about constructing the CVE worlds themselves. The main body of the
overview presents examples that highlight many important differences
between CVE systems. The authors also relate their discussion to the
common topics of network topology and awareness management.

Chapter X. This chapter addresses one of the challenges the collabora-
tivevirtual environments (CV Es) research community faces, which isthe
lack of a systematic approach to studying social interaction in CVES, de-
termining requirements for CVE systems design, and informing the CVE
systems design. It does this by presenting a method for studying multi-
user systems in the educational context. The method has been developed
as part of the Senet project, which isinvestigating the use of virtual actors
in CVEsfor learning. Groupware prototypes are studied in order to iden-
tify requirements and design factors for CVEs. The method adopts arig-
orous approach for organizing experimental settings, collecting and ana-
lyzing data, and informing CVE systems design. The analysis part of the
method shares many of the interaction analysis foci and expands on it by
providing a grid-based method of transforming rich qualitative datain a
guantitative form. The outcome of this analysisis used for the derivation
of design guidelines that can inform the construction of CVEs for learn-
ing. The method is described in the third phase of the Senet project.

Chapter XI. This chapter introduces a component-oriented approach for
developing “mixed reality” (MR) applications. After a short definition of
mixed reality, the authors present two possible solutions for acomponent-
oriented framework. Both sol utions have been implemented in two differ-
ent MR projects (SAVE and AMIRE). Thefirst project, SAVE, is asafety
training system for virtual environments, whereas the goal of the AMIRE
project is to develop different authoring tools for mixed reality applica-
tions. A component-oriented solution all ows devel opersto implement bet-
ter-designed MR applications, and it fostersthe reusability of existing MR
software solutions (often called MR gems). Finally, it supports the imple-
mentation of adequate visual authoring tools that help end users with no
programming skillsto develop their own MR applications.

Thisbook isintended to help readers with different interestsin virtual environ-
ments. Readers should start with Chapters | and |1 for an introduction to these
systems and their uses. Chapters |11 and IV will be useful for those interested
in the development of these types of systems, which follow a definite and for-
mal process to guarantee quality. Within the development of a VE, the design
process involves the study of many details and elements to provide specific
design tools applicable to different elements of the VE under development.
ChaptersV, VI, VII, and V111 provide thisinformation. Chapters X, X, and XI|
have been included as specific cases of VEs relating to collaborative virtual
environments and mixed reality.
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Chapter |

Real Livingwith
Virtual Wor lds:

The Challenge of Creating
Future Interactive
Systems

Kirstie L. Bellman
Aerospace Integration Science Center,
The Aerospace Corporation, USA

Abstract

Based on the strengths and weaknesses of many current applications, this
chapter discusses how to make virtual worlds (VWSs) “ real-world capable.”
With sufficiently realistic data and dynamic processing capabilities within
VWSs, we could do medical interventions, analysis, engineering, invention,
and design. This will require creating systems with sophisticated integration
and analysis capabilities in order to suitably and continually scale up VWs
with rich data sources, such as live data feeds and mobile sensors, and
better computational and mechanical capabilities, such as multi-sensory
interfaces and telerobotics. Scaling VWs will require new strategies and
capabilities for the numerousness and variety of resources.
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| ntroduction

Virtual worlds technologies underlie more and more of our critical human
processes: how we entertain ourselves and socialize ourselves; how we teach
and train; how we conduct ourselvesin business, how we design and build our
systems, how we deliver health care, how we negotiate and mediate with each
other, even how we vote and conduct governmental affairs. As Howard
Rheingold, an early commentator on virtual communities, wrote:

“In cyberspace, we chat and argue, engage in intellectual
intercourse, perform acts of commerce, exchange knowledge,
share emotional support, make plans, brainstorm, gossip, feud,
fall in love, find friends and lose them, play games and metagames,
flirt, create a little high art and a lot of idle talk. We do everything
people do when people get together, but we do it with words on
computer screens, leaving our bodies behind. Millions of us have
already built communities where our identities commingle and
interact electronically, independent of local time or location. The
way a few of us live now might be the way a larger population will
live, decades hence.” (Rheingold, 1992)

All our critical social processes are being altered by technology. Given this
growing reality, how do we help technology developers and technology users
make wise decisions on how they choose to incorporate technology into their
critical human processes? How do we design reasonable systems and reason-
able policies for those systems interlaced with new technology? How do we
study the impacts of technology on ourselves and on our culture? How do we
make both wise cultural and organi zational decisionsaswell aswisetechnology
decisions? How do we build understandabl e systems that incorporate ourselves
aspart of thesystem? The purpose of thischapter isto discusshow virtual worlds
(VWSs) could serve as a critical strategy for addressing all of these questions
above. However, asdiscussed in the following sections, VWs can only do so by
rising above their current engaging, but limited, applications. Current VW
applicationscircumvent someof thelimitationsof timeand spaceinthe physical
world, andthey provideaforumfor real, if limited, social interactions. However,
real-world problems require not only real-world data, they requirereal ways of
impacting the world with actions. This means that our challenge, as aresearch
and devel opment community, isto somehow keep theadvantagesof “virtuality,”
whileintermixing VWswith realistic data, interfaces, and outputs as necessary
for different application areas. As we will discuss, much progress has been
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made, but we have many formidable challenges to making VWs “real-world
capable.”

Westart the chapter with abrief definition and history of virtual worlds, followed
by a discussion on some of the lessons learned from one of the most common
virtual worldsapplication areas, education and training applications. Thelessons
learned from education applications form the basis for the discussion on the
necessary enhancements needed to create more capable VWs. Specifically, we
will comment on the need for integration and scal ability at many different levels
of the VW. In order to have “real-world capable” applications, we need
sufficient details—both in dataand in processes that act dynamically within the
virtual worlds. With sufficient richness of details, we can use VWsfor medical
interventions, to do analysisand engineering, toinvent, to design, and many other
opportunities. Richnessinvol vestheinputs, themodel sunderlying theworld, and
the outputs. Rich heterogeneous environments al so require sophisticated inte-
grationat not only thephysical level s (both hardware and network management),
but al so at the semanticlevel sand thelittle understood emotional, psychological,
andsocial levels. Inorder to continually and incremental ly build and understand
such rich systems, we need highly flexible, highly analyzable and traceable
testbedsthat will allow usto develop, experiment with, and analyze theimpacts
of a wide range of VW resources ranging from different language and data
structures to diverse sensors and telerobotics devices.

Background to Virtual Worlds

Virtual worlds(Landauer & Bellman, 1998c; Bellman, 1999), although drawing
strongly fromvirtual reality technologies, differ fromvirtual reality (VR) inthree
ways. First, unlike most VR environments, virtual worlds are not necessarily
homogenoussimulation environments; rather they often havealargediversity of
heterogeneousresources avail abl e through the environment. I n some examples,
users can access all of their computing resources—maodels, editors, Web sites,
and so forth—from within the virtual world. Second, many of the “ utilities” or
“services” in the environment are embodied as agents that move and interact
within the environment, communicatewith usersinside and outsidetheenviron-
ment, and even modify the environment itself. Hence, in some of the VWs
developed under the Department of Defense CAETI program (described in the
next section) and in other VW applications (Gordon & Hall, 1998), agentsinthe
VW serve as tutors, librarians, gossips, spies, playmates, evaluation agents,
personal assistants helping students to manage and schedule their learning
activities, and several typesof guides (some of which specialized thetours of the

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



4 Bellman

VW to the negotiated needs and interests of a given user). These agents will
often comeinthroughthe sameclient-server protocol asahuman user, and easily
pass the Turing test in everyday conversation and activities.

Human and artificial agents are often represented by an avatar (a character
representationintext or graphics, depending uponthevirtual world). Lastly, like
VR, virtual worlds are organized using a spatial metaphor: each of the separate
placesiscalled a“room.” However, unlike most VR environments, these rooms
are not just a picture or a description, but instead have rulesets or dynamical
model sdetermining the propertiesof theroom or “ setting,” and constraining the
behaviors of entities (objects, agents, and users) in that room. Hence, even in
rudimentary form, these settingsbeginto act likelittle“ eco-systems,” withtheir
ownlocal physicsand niche dynamics. Oneof the most important qualitiesof this
for our discussion here is that these rooms are explicit models of the context
within which we want the environment and its contents to interact and produce
results, and within which eval uative processes present in the VWs can interpret
these behaviors and interactions.

Virtual worlds rose from three major lines of development and experience: (1)
role-playing, multi-user Internet gamesoriginally called MUDs (for Multi-User
Dungeonsand Dragonsgames (Bartle, 1990)), and now morerecently, “MUVES’
(Multi-User Virtual Environments (Landauer & Bellman, 1996)); (2) virtual
reality environmentsand advanced distributed simulation, especially those used
in military training exercises; and (3) distributed computing environments,
including the World Wide Web and the Internet.

Virtual reality and distributed simulations gave us experience with distributed
simulation environments, especially for the applications in military training
(Macedonia, 2002). They also provided us with some good examples of
multimediaand multi-sensory worlds, withexampleworldsasdiverseasmilitary
operations training (see Zyda, 2002, and for reviews of their leading work for
thesetypesof applications, Zydaet al. 2003; Zyda, 20024, b, ¢; Schilling & Zyda,
2002); medical training; and NASA, Air Force, and Army flight simulators and
tank trainers. Researchers in VR also produced high-end graphical environ-
ments and Avatars (for example, “Jack” from the University of Pennsylvania,
Lewis Johnson's pedagogical agents, or Perlin’'s “dancers’ (see Landauer &
Bellman, 1998c)). VR research also developed the idea that one could use a
spatial metaphor for working even in abstract spaces such as those useful for
data analysis. However, because the text-based MUVEs have some very
important properties for our discussions in this chapter and often are the least
familiar to most readers, we will take amoment to describe them in more depth.

Thefirst multi-user serverswere originally developed in 1979 to allow usersto
play together an anal og of Dungeonsand Dragons, arole-playing game, (Bartle,
1990). Bartle, one of the original devel opersof MUV E technol ogy, hasrecently

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of ldea Group Inc. is prohibited.



Real Living with Virtual Worlds 5

written agood book (Bartle, 2003) describing in depth the devel opment of some
of thecentral technologiesunderlying MUV Es, fromtheearly text-based MUDs
up through the current massive, multi-player role-playing game environments.

Imagine reading a story set in some time and place. If the story iswell written,
it canfeel like oneisactually experiencing that situation or even becoming that
character, regardless of whether the story is fiction or nonfiction. Stories can
present information about a situation that is usually only learned through
experience; they are particularly good at descriptions of complex settings that
arevery hardto construct (Dautenhahn, 1998, 19994, b; Dautenhahn & Nehaniv,
1999; Raybourn, Kings, & Davies, 2003). If a multi-user virtual environment
(MUVE) isdesigned well, it islike awell-written story in its power to transport
the user to a different situation, but it has three other important features. First,
for already created stories (often called “ quests”), it isinteractive, which means
that the reader can affect the behavior and outcome of thestory, so, in particular,
the reader can explore the story in many different ways. Based on the reader’s
experiencesin that world so far, they will also be exposed to certain characters,
actions, and partsof thestory. Second, it isalso multi-user, sothat thereader can
work with, play against, or interact with other readers. All userswithin the same
room can see each other’ sactions, character descriptions, and conversation with
others (except when others* whisper,” whichisaprivate point-to-point commu-
nication not broadcasted to the rest of the room). Third, and most important of
al, thereisplenty of “room” (and much encouragement within this subculture)
for users to create their own “stories,” characters, and places. The act of
creating (authoring) new rooms, objects, characters, and questsis known in the
MUYV E community as“building.” Buildingisacritical way inwhich many users
can contributeto an ongoing storyline, or in more seriousapplications, contribute
knowledge and capabilities to the environment. Both humans and computer
programsenter theseworlds and act within them asdistinct characters or objects
with names, descriptions, and behaviors.

These MUVE stories are stored as databases on servers (that may also provide
other services for managing the multi-user world) and accessed by the users
(both human and computer-based processes) with client programs. A simple
command language, provided by all the server programs for MUVESs, allows
users to move around, act, and interact within the virtual world. Thereisalso a
simple construction language in many MUV Esthat makesit easy for aplayer to
immediately become a builder (an author and programmer) in that world. A
MUYV E implements a hotion of placesthat we create, in which we interact with
each other, and where we use our computing tools, together, instead of having
all tool use and collaborativeinteractions mediated through tool sused i ndividu-
ally. Like other virtual reality environments, multi-user virtual environments
employ the underlying spatial metaphor to take advantage of our seemingly
innate ability to use spatial maps for many things. We are able to organize an
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enormous amount of dataand information if we can placeitinaspatial context.
MUV Eselicit asurprisingly powerful sense of spaceusing only text. Characters
may gather in the same location for conversations and other group activities,
where their interactions are not restricted (or interpreted) by the servers, and
because the servers do not get in the way, it is as if they have become almost
transparent (Gordon & Hall, 1998).

The sense of “being there” can be quite strong, and in fact, the emotional
“reality” of human userscomesacross surprisingly well, and thisin turn greatly
enhances the sense of being there, making MUV E experiences very compelling
(Schwartz, 1994; Turkle, 1995; L andauer & Polichar, 1998a). AlthoughMUVEs
are VR programs, the human interactionsarereal; only the physical onesare not
(Riner & Clodius, 1995; Clodius, 1995). One reason for being interested in
MUV Esis because there may be hundreds of peopleinthe MUVE at any given
time, moving around separately and independently, creating objectsinreal-time,
and interacting with each other. From just the standpoint of social science or
cultural studies, MUVEs are clearly an important new phenomenon (Lawley,
1994; Reid, 1994; Rheingold, 1993). Thereare now thousands of internationally
populated text-based MUV Es, some with as many as 10,000 active players; as
wewill discussinamoment, somegraphical role-playing VWsnow have several
million players. These playersare not simply visitorsasto aWeb site, but rather
users who spend often several hours a day within that world building up that
world.

Because of thelarge number and diversetypesof virtual communities, they have
come under increasing study (Hummel & Lechner, 2002; Rheingold, 1993).
Some of these virtual communities have now been in existence as long as 15
years. They have elected town officials in some places; the users walk around
their towns, have their own places that they build, and describe themselves as
“living” there. They have imbued these virtual placeswith meaning. They have
roles and functions that they play within those communities. As scientists, we
want to understand more about why some of these virtual communitiesflourish
over yearsand why othersvanish withinamonth. Certainly for anyoneinterested
in collaborativetechnol ogiesand thefuture of network and Web applications, we
need to know what they are doing right that they are ableto live, work, and build
together in these virtual communities.

There has been a growing interest in trying to understand the phenomena that
occur in virtual communities and how they differ or not from physically co-
located communities.

Many researchers have started to characterize and study the impact of virtual
places on social processes (Gallager, 1993); some of the issues raised are
discussed further onin the context of the challengesto creating better and better
virtual worlds. Ironically, oneof the strengths of the early text-based M UDswas
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that despite their relatively primitive technology, they provided a surprisingly
effectivebasisfor realistic social interactions(Rheingold, 1993; Riner & Clodius,
1995; Hughes, Walters, & Kort, 1994). The ability of humansto takethelimited
text-based MUDs and the available graphical environments, with their increas-
ingly engaging but limited avatars, and form meaningful human relationshipsis
acredit to human social capabilities. It servesvery well in terms of some types
of meetings, some types of community building and friendship. However, they
are still too limited for real-world applications such as a doctor assessing the
gualities of a gait to diagnose a brain tumor, or a psychotherapist gauging the
emotion on a patient’s face, or even apparently, a potential business partner
offering afirm handshake to close a multi-million dollar deal for e-commerce.
Much morerealistic detail isrequired in the VWs both for realistic objects and
behavior, andfor realistic social interactions. Hence, theappropriatedetail inthe
appearance and behavior of avatar movements, objects, and the VW settingsis
critical torealistic and appropriate responsesin such demanding applicationsas
crisis management, health care, psychotherapy, and military operations. How-
ever, supporting thesocial interactionsnecessary to such applicationsisashighly
demanding: The nuances of facial expression, body language, and tone are
critical tocommunication and critical to theresponses of the humansinvolvedin
the VW and their ability to carry out ‘real work’. Also, we believe that getting
thesocial reality correctiscritical not only to being ableto conduct morerealistic
social transactions as needed for real-world capable applications, but also for
eventually creating new types of human and group, even inter-cultural collabo-
ration beyond anything we have imagined so far.

One of the most important qualities of MUV Esisthat text-based MUV Es allow
people the freedom of and richness of word pictures, something that we cannot
imitate yet with any graphical environments. Text-based MUV Es have a much
richer and more dynamic visual imagery than, say, movies or games, becauseit
iswithinand customized to each player’ simagination. Evenwith the simplest of
construction languages, peopl e experience adeep sense of being present within
these virtual environments, partly because they have built those environment
descriptions from their own imagination. This sense of real presence and real
interactionsleadsto real emotionsand real social interactions, eventhough they
are mediated through text displayed on a computer screen.

Sometimes researchers in VR have assumed naively that the graphical VWs
somehow make less use of imagination than a text-based one; this is not
supportablefrom theviewpoint of cognitive scienceand psychology. Theroleof
interpretation, personal projection, and cognition matter asmuchintheimpact of
perceiving and making use of a graphic representation as atext one. Certainly
there are differences, and we need deep cognitive studies to characterize the
differencesnot only between text and graphical images, but theincreasingly rich
world of haptic, auditory, and other new types of interfaces. In all cases, we
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know very little still about how to somehow separate out the contribution of
imagination and personal projection from perception of what hasbeen presented
withinthe VW...or how to make best use of the differences caused by different
representations and interfaces on the different types of tasks one wants to
accomplish within the virtual world. We will return to this issue in the next
section.

Multi-user virtual environments are also great equalizers: All people—not just
what we call “technocrats’—can become authors or buildersin a short amount
of time. It is not the computer technology that makes MUV Es work (although
one of the things we seek in our research is to develop better technology for
supporting them). Itisthewritersand artistswho createtheworld and the people
who livein it. The MUV Es with better poets seem to last longer than the ones
with better computer scientists. Infact, we' ve seen examples of eight- and nine-
year-old children, who were raised in inner cities and were nearly illiterate,
become, within a short amount of time, able to build up worlds (Hughes, 1995;
Landauer & Bellman, 1998c). Their teachers, in several different projects, have
reported the children’s enormous motivation to be part of these environments
which had anoticeableimpact ontheir effortsto read andtowritewell. Onelittle
girl reportedly built a 30-room mansion with gardens and pools. Another, an
equally shy little boy, showed the author hisgardens, where, when you looked at
the flowers, they blossomed. This easy entrée to MUV Es extends across not
only age, asjust discussed, but across disabilities and gender. One of the most
articulate people on one of the author’ sfavorite MUV Esis profoundly deaf; he
ismuch morecomfortabl e speaking to peopleonline (and viceversa, other people
aremore comfortable speakingto himonline). Some MUV Eshaveanear gender
balance; one of thelargest MUV Es of all hasan ongoing culture of role-playing,
and actually has a slight magjority of female players (Leong, Web site).

Asidefrom being ableto becomeauthors, not just players, of theworlds, another
aspect of these environments is that they have very simple client-server
architectures, which means that people in these environments who only have
teletypes can still participate. Others have speech-generation boxes because
they cannot see. Lipner (1999), who speaks as a computer scientist and ablind
user, haspointed out that thetext makesit easi er for many peoplewith disabilities
to use such interaction systems, because much of their current software was
developed to handle text only and cannot yet annotate correctly other multime-
dia. For such users, they are much more blind in agraphically rendered MUV E
or a CAVE than in a text-based MUVE. These environments are worldwide.
Y ou do not need sophi sticated equi pment or programming experienceto become
a player or participant. This low cost of entry to MUVES has made these
environments popular with a wide range of non-technical people. Many other
researchers in both VW technology and other types of collaborative environ-
mentshave been working on how to maintain alow cost of entry for participants,
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mostly through the development of tools that can be widely and inexpensively
used. See There (www.there.com) for an examplein the area of massive games,
Eikemeier and Lechner (2003) from Bremen, Germany, with their iK™ tool
based on Peer-to-Peer software for an example geared towards commerce, and
Das et al. (1997), based in Singapore, for an example geared towards both
entertainment and education with HistoryCity based on NetEffect (1997).

Different kinds of MUV Es use different construction languages. Usually, the
variant of the word MUVE reflects the choice of language available. These
different languages allow different classes of behaviors to be specified for the
objects created by the users. Some of these objects can be created and used in
real-time. Pedagogically, thiscan bevery powerful. At one meeting of mathema-
ticians on a MUVE, some colleagues were joking with the author about an
“infinitely parallel quantum computer.” Whilethe othersjoked, theauthor quickly
created an object labeled thus with afew simple attributes, and threw it across
the room to one of the others. Although thiswas done as ajoke, think about the
ability to make—even at a primitive level—a new idea active and visible,
something that others can pick up, modify, duplicate, and walk out of the room
with. One of the colleagues present that day still hasthe “quantum machine” (in
hisvirtual pocket naturally).

Another important quality about theseenvironmentsisthat every objectisastate
machine. Therefore, the objectsthat you are holding in your hand, theroomsyou
have walked through, the things you’ ve accomplished in that environment, can
all contribute to determining what you see, what objects do to you as you walk
through this environment, and sometimes even where you go when you walk
through adoor or perform some action. These propertiesallow authorsto set up
“guests’ or interactive stories that have game or logical features that must be
accomplished to succeed. They are also easy ways of structuring learning
material. One of our colleagues, agood amateur Egyptol ogist, set up aquest that
requiresonetolearn somemiddle Egyptian, both vocabulary and grammar rules.
If you donot tell theboatman to takeyou acrosstheriver in proper Egyptian, you
cannot cross, nor can you talk to the idols that give you other clues for finding
the treasure and solving the puzzles. This particular quest isimplemented in a
virtual world that uses one of the simplest of MUD serversof all, aTinyMUD.
For our purposes here, these properties also allow oneto set up rulesthat define
aninitial “ecology” or“physics’ for eachroom. Although not assophisticated as
themodeling providedin other virtual worlds, eventhesimple TinyMUD canhelp
one to start describing the contexts for and the constraints on the interactions
between avatars, agents, and objects.

Finally, the simple client-server architecture means that computer programs
called “robots” can also be users, coming into the environment with the same
interaction mechanisms that a human uses. They use the same commands that
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a human uses to move around the environment or construct new objects (see
Foner, 1997; Johnson, 1999). Foner (1997) was one of the first to discuss such
robots—Julia, aTinyMUD robot of the M aas-Neotek family—and to emphasize
the “ sociology of such agents” and why it was important to consider sociology
for agent-oriented programming. In our experience, we could not tell one player
was arobot until it was in a group situation, where its responses became less
coherent, becauseitsunderlying pattern matcher could not keep track of multiple
parallel threads of conversation. These robots give us many interesting ideas
about thekindsof intelligent support that agentscoul d do for peoplewithinvirtual
environments. At present, there are prototype robots that take notes for people;
tell them storiesabout the area, room, objects, and peopleinthe MUV E; and play
gameswith them. They can follow people around, help them find things, and do
errands for them. They can tutor them, help them find digital material, and give
them tailored presentations on the computer programs or other objectsavailable
in the virtual world. Lastly, some robots helped us to monitor and evaluate the
behavior of others in the MUVE (Bellman, 1997). In the Computer-Aided
Education and Training Initiative (CAETI) project, alarge educational technol-
ogy research program sponsored by the author at the U.S.” s Defense Advanced
Research Projects Agency (DARPA) from 1994 through 1998, these robots
were also used for computer-based tutors and other evaluation agents (see
Johnson, 1999, for an example). In the DARPA CAETI program, we added to
the basic MUVE capabilities in several ways: we developed more advanced
MUV E architectures, especially oneswith the ability to keep atext, 2D, and 3D
version of the world in sync. This was important especially because it always
allowed users several ways of sharing intheworld, even if at timesin alimited
way. The advanced architectures also allowed usto distribute the functionality
underlying theseworldsin more powerful ways. A good example of thiswasthe
better-distributed database management. We also madeit possibleto have many
moretypes of heterogeneoustoolsavailablefromwithinthe environment. Some
of these tools were new types of embodied intelligent utilities and agents that
helped individual users (librarians, guides, and tutors) or conducted support
activities across the world (evaluation agents). Some of these new tools also
helpedtailor resourcesto anindividual user (Bellman, 2001). Thekey integration
issues addressed in CAETI were the integration of heterogeneous resources
(Bellman, 1994), interoperability of virtual objectsamong different worlds, and
distribution of VW servers and databases (Rowley, 1997).

Since CAETI, there has been useful exploration and development in scaling
VWs, experimenting with the underlying software and hardware architectures
and networking strategies for distributing VWs and agent capabilities (Mamei,
Zambonelli, & Leonardi, 2003; Cabri, Leonardi, & Zambonelli, 2000; Welch &
Purtillo, 1997), and exploringinteroperability strategies(Soto & Allongue, 1997,
Greenhalgh & Benford, 1997). Some of the integration issues are explored in
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depth in this volume and are crucial to the development of future robust VWs.
However in other sections of this paper, we will be describing some needs and
strategies for intersecting the necessary integration and scaling advancements
in the underlying software, hardware, and network architectures with the
integration and scaling that must be accomplished at what wearecalling herethe
necessary ‘psychological scalability’. VWs have many levels that must be
integrated and scal ed up: the means by whichinformation and diverse processes
are brought into the VW, the means by which information and action is
understoodinsidethe VW (e.g., theneeded traceability, analysis, and eval uation
capabilities), and then again the integration that allows the real result to be
effected from inside the VW. This has always been the challenge for virtual
worlds. They depend not only on computer science and engineering, but
increasingly on sensorsand physiology for new interfaces, on cognitive science
and social science, on mathematics and modeling essential for reasoning about
the systems and eval uating the actions within the VW. In other words, to scale
to real-world-capable VWSs, we must open up and integrate with the real world.
Wemust open up VWsand break with closed-system programming paradigm so
common in computer science and moveto open systemsthat bustlewith diverse
people, processes, sensors, and effectors.

One way to distinguish the different types of scaling issuesisto compare the
advances in the online multi-player games to the earlier text-based MUDs.
Clearly, the graphical environments associated with online games have sur-
passed the number of peopleintext-based VWSs, and with that triumph has come
many new devel opmentsin building an infrastructure that can support the sheer
numbers of players. Herz in her seminal work (1997) cites gameswith millions
of active players (although subdivided in duplicate servers). For example, she
reported that the Lineage online game hasthree million playersin Korea (out of
apopulation of roughly 48 million), with even college scholarships offered for
outstanding players(Herz, 1997). Everquest now supportsareal-world economy
on eBay selling objects acquired from playing for aworldwide group of players
numberinginthemillions. Guildswithin Everquest often have 5,000 parti cipants,
with leaders, governing boards, and so forth.

Furthermore, little by little the graphical environments are catching up with the
text-based MUV Esintheir social richness, their sense of commitment and social
communities, eventheability of auser to author or build meaningfully withinthe
worlds (see the Second Life Web site at secondlife.com and There at
www.there.com). We need research on how these new games compare to
different kinds of MUV Es—not only because of the differences in size, but
because of the different goals for participating in that community and the
structure of participation. We have much to learn from all the forms of virtual
worlds: from text, graphical VWs and caves; from forms where the behavior of
participantsis highly scripted and limited (many games, many training uses of
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VWs), to the open and creative MUV Es composed of thousands of users. But
wewill learndifferent things. In highly scripted gameswe can experiment onthe
choices, reactions, and learning of populationswithin pre-determined scriptsor
scenarios; in the non-games open VWSs, we can learn more about the percep-
tions, potential behaviors, attitudes of populationsin general (and in such away
as to inform our future scenarios). Part of this difference is very much the
difference between psychological approachesto experiments, withitsemphasis
on carefully controlled settings and alternatives in order to narrow down
contributing factors, and ethol ogical approachesto experiments, withitsempha-
sis on observation of minimally constrained individuals within their natural
habitat. Both are important and potentially complementary approaches. (For a
stimulating review, see the special issue of the Scandanavian Journal of
Information Sciences on the intersection of Ethnography and Intervention,
2002.)

It isapparent that we still need much more development in traditional computer
science, software engineering, and networking to meet the chall enges of scaling
up to the sheer numbers: the millions of users on diverse platforms distributed
over thousandsof serverswith eventually billionsof objects. Especially, wewill
need much more work on integrating the new types of data and interfaces
necessary to the mobile, sensor-rich, real-world applications. Nonethel ess, we
believethat eventually these environmentswill not belimited by theavailability
of the environments or on the growing databases, but rather on the ability of the
future online analytic capabilities. That is, what is not currently availableisthe
“psychological scalability” —theanalytic capabilitiesand other supporting capa-
bilities—that would make sense of and ensure the use of the rapidly growing
populations of users, databases, and tools based on massive VW gamesfor real -
worldfunctions.

Moving Out from Games to
Real-World Applications

VWs have moved out of being just game environments into many other
application areas. Just in the last few decades, they have moved out of the
“game” arenainto educational and corporateenvironmentsfor distancelearning,
collaborative learning, literacy support (at all grade levels, including adult),
corporate meeting support, professional organizations, and even technical con-
ferences (Bellman, 1994, 1997; Landauer & Bellman, 1996, 19984, b; Polichar,
1996, 1997). For example, one of the early uses of MUV Es were as meeting
places for small scientific groups. Pavel Curtis helped create two of the first

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of ldea Group Inc. is prohibited.



Real Living with Virtual Worlds 13

projects (at Xerox PARC) using MUV Esfor scientific computing (Curtis, 1992;
Curtis & Nichols 1994): Astro-VR was geared towards the professional
astronomy community, and Jupiter was targeted for use by researchers within
Xerox. Inthese projects, Curtisand othersattempted to keep the powerful world
metaphor while adding audio, video, and interactive windows.

Some of the work that is relevant to eventually using virtual worlds for e-
commerce relies heavily on current work on agents, because whether the user
isinside avirtual world or allowing an agent to buy for them, there are similar
issuesof “providing support, trust, and legitimacy” inboth cases. A good example
of recent work occurred at the University of Linz, where Gabriele Kotsisand her
group examined some of the issuesin electronic commerce. They describe two
approachesfor designing and modeling multi-agent systemsasthey act on behal f
of human organi zations.

Medical applications are one of the most active domains for VW and agent
research and development. A recent paper by Swiss researchers Nadia and
Daniel Thalmann (TECFA Web site) givesan excellent overview of thedifferent
types of medical applications potentially available with the use of VWSs and
virtual humans, citing potential usesin a number of medical areas:

“For example, it is possible to simulate the effect of deficiencies
on tasks like walking and grasping. For plastic surgery and
facial deformations, we may simulate the effects on facial motion
including speech. In surgery, use of a graphics database of
organs and the impact of Virtual Reality may lead to surgical
interventions in a virtual world. Psychiatry research may also
find new important tools in the research in behavioral animation
and knowledge-based animation.” (TECFA Web site)

Although computers have played the roles of patients for psychiatric training
before, virtual worlds provide the opportunity to place the patient in a vivid
context. Hence Thalmann citessomeearlier work in the use of virtual reality and
virtual humansin psychotherapies, “ Using thisnew technique, it will bepossible
to recreate situations in a virtual world, immersing the real patient into virtual
scenes. For example, it will be possible to re-unite the patient with a deceased
parent, or to simulatethe patient asachild allowing himor her tore-livesituations
with familiar surroundingsand people” (p. 5). Thalmann and Thalmann empha-
sizethat the applications here are not just for the training and education of both
medical practitionersand patients, but rather provide opportunitiesfor continual
active analysis on the part of the medical practitioner of the current patient, the
impact of interventions, andlead to new understanding on the part of the medical
personnel. Also, it has been emphasized by many that such devices as optical
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see-through displays (Feiner, 2002; Milgram et al., 1995; Drascic & Milgram,
1996; Azuma, 1997) and other deviceswill allow surgeonsand othersto perform
procedures on areal human while being visually supported by virtual displays
overlaid on thereal scenes. For example, Henry Fuchs heads aleading group at
the University of North Carolinawhich seeks to:

“...develop and operate a system that allows a physician to see
directly inside a patient, using augmented reality (AR). AR
combines computer graphics with images of the real world. This
project uses ultrasound echography imaging, laparoscopic range
imaging, a video see-through head-mounted display (HMD), and
a high-performance graphics computer to create live images that
combine computer-generated imagery with the live video image of
a patient. An AR system displaying live ultrasound data or
laparoscopic range data in real time and properly registered to
the part of the patient that is being scanned could be a powerful
and intuitive tool that could be used to assist and to guide the
physician during various types of ultrasound-guided and
laparoscopic procedures.” (Bajura, Henry, & Ryutarou, 1992;
UNC Web site)

There are now numerous conferences and Web sites describing the expl osion of
applications being developed. One Web site runs a monthly report for an
organization called Virtual Medical Worldsto keep thevirtual medical commu-
nity informed. Part of the goal of Veersweyveld (1997) and many U.S. and
European researchers is to improve the overall level of medical practice, for
example, “thereisthe newly emerging structure of the medical world consisting
of specialized clinics, general hospitals, and local doctorswhich can collaborate
andfacilitateauniformlevel of medical practice.” Thisdreamisthat all doctors,
no matter how familiar with aparticular procedure or with aparticular condition,
will be ableto administer the best possible health care because of theavailability
of databases, VR support (showing the inside of the human, allowing one to
rehearse a procedure on the real patient being able to follow the best path
computer for one, etc.).

But it is not just to raise the standard of practice for doctors and medical staff.
Itisalsotoallow anew level of medical knowledge available to patients and to
everyday peoplewho could better hel pinan emergency. Hence, Silverman et al.
(2002) describe a computer-based training game called “Heart-sense” to help
individuals improve their recognition of heart attack symptoms and therefore
hopefully seek help earlier and thereby reduce myocardial infarction mortality.
They have created avirtual village in which:
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“...users encounter and help convince synthetic personas to deal
appropriately with a variety of heart attack scenarios and delay
issues. Innovations made here are: (1) a design for a generic
simulator package for promoting health behavior shifts, and (2)
algorithms for animated pedagogical agents to reason about how
their emotional state ties to patient condition and user progress.
Initial results show that users of the game exhibit a significant
shift in intention to call 911 and avoid delay, that multimedia
versions of the game foster vividness and memory retention as
well as a better understanding of both symptoms and of the need
to manage time during a heart attack event.”

Aswewill discuss, the challenges of serving applicationsthat need to have high
fidelity, validation, traceability, and performancelead to formidable challenges
for the current technol ogies. Before wetacklethese challenges, it isworthwhile
to consider the lessons learned from one of the earliest uses of VWs for real-
world applications—education andtraining.

Summary and Critique of
Educational Applications

There has been a great deal of research on the use of technology for education
(Soloway, 1993; Forbus & Feltovich, 2001; Psotka, Massey, & Multter, 1998);
the purpose hereisto simply highlight some of thework on educationin virtual
worldsinorder toillustrate wherevirtual worlds must devel op. The educational
tools community has always been interested in collaborative technology. As
Wolfgang Gerteis and Joachim Schaper state in a paper addressing issuesin e-
learning, itisthe" powerful combination of instructional designand collaborative
elements [that] offers new capabilities to build the bases for new content and
services’ (Gerteis & Schaper, 2003). Most of the initial VW educational
applicationswere geared towards ol der elementary through high school students
and revolve around two uses. enhancing literacy skills (Viau, 1998a, 1998b,
1998c¢, 1998d) and analytic skills through simulation in the same environment
(Viau, 1998a; O'Day et al., 1998; see also Spohrer, EOE Web site). An early
exampl e of educational MUDswas Sol Sys, the Solar System Simulation, which
originated at CONTACT VI in 1987 and was further devel oped as an intercol -
legiate curriculum by Reed Riner (Riner & Clodius, 1995) at Northern Arizona
University asan honorscoursein Anthropology and Engineering. Since 1990, it
hasincluded student teamsfrom many collegesand universitiesaround the globe.
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Solsysallowsstudentsinteamsto build their own coloniesin asimulated future
human community in space. TeamscommunicateviaWeb sites, | nternet e-mail,
and aMultiple User Domain (aTinyMUD), under the direction of local faculty
advisors and aboard of professional consultantsin varying fields ranging from
the social to space sciences. By building the coloniesin VWs, the students not
only must draw on all disciplines of knowledge, but also demonstrate this
knowledgetoteachersand other visitorstotheir sites. Therethevisitorscan chat
with the creators about the social, biological, artistic, and physical ideas
representedinthe VW, tour their cities, and even “talk toMartians” (SolsysWeb
site).

Barry Kort was another pioneer in the early use of MUVEs for education
(Hughes, Walters, & Kort, 1994). Kort created MuseNet; the Multi-User
Science Education Network, isasystem of computersinthe domain musenet.org
providing access to Educational MUSEs (multi-user simulated environ-
ments), such as MicroMUSE and MariMUSE. MicroMUSE is a multi-user
simulation environment developed in the 1990s at Bolt, Beranek, and Newman
(BBN). The system features explorations, adventures, and puzzles with an
engaging mix of social, cultural, recreational, and educational content. It won a
1996 NIl Award for “Pioneering innovations in children’s education via the
Internet” (Kort Web site). In Kort’s words:

“MUSESs are multi-user text-based virtual communities accessible
via the Internet. They derive from popular text-based adventure
games such as Adventure and Zork. But MUSEs support real-time
interaction among many participants who collaborate to build
their own world. Thus they support the constructivist model of
learning, in the spirit of Dewey and Montessori. More than just
multi-user programming environments, MUSEs foster a strong
sense of community among participants.”

There are alarge number of educational MUV Es with wide-ranging topics (see
TECFA Web site for a good starting point).

During 1993-1997, the author made the development of VW educational and
training applications one of the major thrusts for the very large government
program, DARPA Computer-Aided Educationand Training I nitiative (CAETI),
whichinvolved morethan 300 U.S. private companies, universities, and research
institutes. Some of the educational tools developed under CAETI (Bellman,
2001) that were of special interest to virtual worldswere new types of embodied
intelligent utilitiesand agentsthat hel pedindividual users(librarians, guides, and
tutors) or conducted support activities across the world (evaluation agents).
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Some of these new tools also helped tailor resources to an individual user.
Saraswat (who contributed to CAETI while at Xerox PARC) points out a
number of educationally interesting MUV Es and features of them. One of the
author’ sdreams for CAETI wasthat eventually learnerswill have wonderfully
rich places where they can have both the known advantages of one-on-one
tutoring (see also Bellman, 2001), via intelligent companion tutors, and the
benefits of the collaborative and social interactionswithinthese places. In order
to realize this dream, we would have to develop tutors who could “ co-experi-
ence” (Bellman, 1994) the VW with the learner, and dynamically adjust its
pedagogy and content to adjust to these experiences. Thiswould mean that the
tutor, rather than being an oraclewith all knowledge built in beforehand, would
instead have to have the sophisticated capability of knowing enough about its
type of knowledge and pedagogy so as to recognize new instances of it or to
generalize it to the circumstances at hand. It would also have to be able to
integrate such experience into its stores of pedagogical examples, content
matter, and so forth.

Although project-based and collaborative technologies were of deep interest to
the teachers in the CAETI K-12 testbeds, there was little curriculum material
developed to support it. Hence most of the educational MUV Es were used to
support literary skills. The original virtual world applications’ focuson literacy
and programming skillsremainthemost enduring onesand arestill activetoday.
For agood example of this, see Viau's“world building” courses (Viau, 19983,
1998b, 1998c, 1998d, 1996.) Becausebuilding (whichintheearly VWsincludes
both authoring and programming skills) can provide such apowerful incentivefor
children to participate in constructivist, participatory, and collaborative educa-
tional strategies, it remains an excellent focus for educational applications.
However, hopefully with the devel opment of more and more environmentswith
significant simulation capabilities, VW educational applicationswill continueto
broaden and VWs will become a learning space where children can not only
show their understanding in the descriptions of the worlds they create, but also
inthebehaviorsthat occur withinthoseworlds. Many of the CAETI VW projects
were geared towards enhancing VWSs in that fashion.

Some of the projects for collaborative “learning spaces’ included a team
(Intermetrics, Y ale, University of Illinoisat Chicago) devel oping amultimedia
math/scienceworld called“ Wyndhaven.” Another team (Xerox PARC, Phoenix
College) created several impressive virtual communities (including ones that
combined school childrenwith senior citizens) and focused oninsertingintothese
environments better simulation, construction, experimentation, and reflection
capabilities for the learners. For example, in one of Xerox PARC’s projects,
(1998):
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“The context for discussion is Pueblo, a MOO-based, cross-
generation network learning community centered around a K-6
elementary school. The development of practice in Pueblo draws
upon teachers’ and students' experience with semi-structured
classroom participation frameworks—informal structures of social
interaction which foster certain ways of thinking, doing, and
learning through guided activities and conversations. We have
translated several familiar frameworks into the Pueblo setting,
using the classroom versions as models to be adapted and
transformed as they are aligned with the affordances of the
MOO. We identify four design dimensions that have emerged as
particularly interesting and important in this process. audience,
asynchrony and synchrony, attention and awareness, and prompts
for reflection.”

In their paper, they further discussed “the relation between MOO affordances
and design choices and provide examples of successful and unsuccessful
alignment between them.” Particularly important has been Xerox PARC's
emphasis on the role of self-reflection in a constructionist environment, for
example, it isnot enough to get achild to do something; to learn best they need
to reflect on what they have understood.

The SUMMIT program at Stanford (headed by Parvati Dev) created a number
of distributed multimedia MUV Es geared towards both medical education and
support groups related to health. SUMMIT also had methods for authoring
multimedia content that passed one of the more difficult tests, for example, the
doctorsactually used them to create materialsfor their courses. The ExploreNet
project (University of Central Florida) used older children to help create the
educational worlds for younger children, thereby benefiting both age groups.
Their projects emphasized both social science and literary curricula. GMU
taught programming courses in a C++ MUVE. The SAIC corporation and
University of California, San Diegoworked on developingintelligent agentsfor
virtual worlds, includinga“librarian” that interactswith studentsto hel pthemfind
information. During the course of the program, gradually more and more tutors
and agentswere introduced into the MUV Es, one of the successful examples of
cross-program integration among CAETI projects (Suthers, 1998).

InCAETI, anumber of educational simulationsweredevel oped, although many
of them were not yet available within the VWs. These efforts are particularly
important in deepening thelevel of content in educational technology in general
and in VWs specifically. Examples include GMU and Shodor that provided
several impressivesimulationsonanumber of topics, including galaxy formation
and the mathematics of fractals, AMPHION, developed by the University of
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Wyoming and NA SA-Amesto visualize space objectsfor collaborative use, and
“Function Machines,” a graphic programming language for math/science by
BBN. Similarly, several of theprojectsdevel opedimpressive multimediacontent
with associated analysis tools. A good example of this is the Intelligent
Multimedia/Thinking Skills project (GMU) that built instructional modulesfor
social studies, with an online coach/tutor and tools that support higher-order
thinking skillsand excellent source materialsfor amoduleon slavery intheU.S.
Other collaborative projects deserve, like all these projects, a chapter in
themselves. Hands on Universe (Lawrence Berkeley Laboratories) in collabo-
ration with the Lawrence Hall of Science, TERC Inc., Adler Planetarium, and
Y erkes Observatory, as well as an international network of educators and
astronomers, allowed high school students to conduct real science in an
apprentice role and to direct the use of large telescopes accessed over the
Internet. Other projects, such as UNC's collaborative Web applications, and
Guzdial and Kolodner’s important work at Georgia Tech on learning through
design and complex problem solving, were developing both fundamental new
methods (including formal mathematical methods) for supporting collaboration
and new theory for understanding the collaboration of small groups of learners
(Bellman, 2001).

Strengths and Weaknesses of Educational VWs

We can summarize the advantages of VWs for education as follows: First and
foremost aVVW can be an excellent constructivist |earning environment (Papert,
1980). Part of what makes the MUV E better than other constructivist environ-
mentsisthat we potentially have better control over the learning context (how
itissituated), we can observe and record all behavior for further analysisby the
teacher and by the student on all constructions and learning exercises. We can
add community as Bruckman emphasizes with MOOSE Crossing, have persis-
tent learning environments availabl e to the student over years, and provide not
only peers and interested adults, but also distant experts.

Second a VW can support collaborative learning and project-based paradigms,
including onesthat persist over yearsintermingling older and younger students,
and bringing in community and professional participants. Further one can study
team building for children and adults. For example, at the Franklin Institute
(Testani, Wagner, & Wehden, 1999), aVW was devel oped and tested to provide
training in team building for small businessesin the wider Pennsylvanian area.
Team training and collaborative skills have been increasingly asked for and
emphasized by businesses and professional groups as necessary in the modern
work world where complex projects demand collaboration across groups,
companies and countries, and cultures.
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Third, ashopedfor withall educational technology, VWspotentially allow alarge
number of studentsindividual attention and support doing work geared towards
their individual interestsand talentsat apotentially reasonabl e (and supportable
cost for poor school s) andinascal ablefashion. |naddition, asemphasi zed by the
military for many years, it also allows individuals to learn about and train on
systems that would be too costly, dangerous, or unwieldy in a school setting.

Fourth, VWs provide a computer-mediated environment that can be easily
instrumented to collect all behaviors and interactions in their context (e.g., at
what time, doing what with what reasons, and i nteracting withwhom.) Thisnew
source of comprehensive data can potentially be analyzed in order to evaluate
new practices; or the concept of operations (CONOPS)—how people really
work with different tools and policies—can be studied. It can be used to allow
new ways of evaluating learnerswho are engaged in a constructivist paradigm,
addressing away of having anindividual exhibit their own contributionswhilestill
be in a collaborative context. It can lead to early publication and evaluation, a
chance for students to participate in apprenticeships with mentors and experts
in science and other professional areas.

Lastly, one can potentially bein an educational environment with an unlimited
ability to expand in knowledge—both in range, amount of content, and depth of
content. Unlike a textbook, a VW has no limit to its expansion. Not only can
formally validated course content be presented, but also peersand professionals
can contribute informally and formally to the knowledge available in the
environment. With the Web and mobile agents, it is easy to envision how VWs
in the future will dynamically create rooms and objects based on source
information found on the Web and other networked resources. As noted above,
these worlds would also be enriched with tutors who co-experience the world
with alearner and help them reason about and reflect on the content they are
exposed to.

As exciting as this potential for VWs s, the reality of the current applications
show how far we need to go. The depth of content and pedagogy remainslargely
shallow and spottily available within agiven class curriculum. Thisresultsin a
lack of integration into the curriculum over the school year, much less through
the student’s educational years. This means that although one may have
excitingly suggestive applications that demonstrate some of the potential for
educational VWSs, one will not see as good or lasting educational benefits. One
of thereasonsthat theVWsare so limited withinthe curriculumispartly thelack
of authoring tools allowing content to be developed more quickly—by experts
and teachers and most importantly by students. Another reason is that thereis
too little integration between the VWs and real-world devices, such as sensors
in chemical |ab beakers and monitors on physical devicesin aphysicslab. Nor
isthevirtual worldintegrated into thereal-life classroom; it tendsto be an after
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school or separate student activity. Thisis partly due to the lack of computers,
but it also mirrors all the challenges we discuss in the next section for bridging
the gap between virtual worlds and real worlds. Again, there are several good
examples of computer-based support integrated with experimental apparatus
and real classroom practice, but it islargely spottily available when available at
al.

It thereforeisno surprisethat the psychol ogical integration of the user’ sactions
and experiencesin thereal world and thevirtual worldispoor. Basically itisup
to thelearner, with support from mentors, teachers, and peers, to make the most
of the VW and deal with their real world at the same time. Part of the problem
isthe lack of task analysis and clear functional definitions for the educational
VWs. We need to understand the educational goals of aVW when we design it
or when we bring it into the classroom. Lastly it is difficult to generate the
educational material for VWSs. It is difficult to design and author the scenarios
that guide or constrain alearner in the VW, and to generate and to parameterize
gualitative aspects of both the scenarios and the environments. Along with this,
we need much better authoring capabilities for non-text environments and for
new multi-sensory interfaces and systems. Again there is a lack of scientific
research that would hel p inform what educational goal s should be accomplished
with what types of visual, haptic, or auditory interfaces. Also, we have
experience and intuition, but not theory to inform how we distribute learning
capabilities and information in the VWs. This is a continuing issue for all
educational technologies, first pondered and addressed inintelligent tutorswork.
We have learned how to write a book and organize the materials for atext, but
what are the best ways of organizing materialsin an interactive system? Thisis
a question of pedagogy and epistemology as well as computer science.

To make the above weaknesses of current systems clear, let uslook at some of
the lessons learned from the constructivist applications in educational VWs,
partly because some of these educational applicationshave had some eval uation
studies.

The creative building permitted in text-based MUVEs comes to the fore
educationally, feeding very muchinto participatory and constructive educational
paradigms. Theearly educational applicationsof VWswere characterized by an
enormouscreativity and enthusiasm, typified by, for example Bruckman, then at
MIT (Bruckman & De Bonte, 1997), in her work on MOOSE Crossing:

“MOQOSE Crossing is a text-based virtual reality environment (or
‘MUD’) designed to give children eight to thirteen years old a
meaningful context for learning reading, writing, and computer
programming. It is used from home, in after-school programs,
and increasingly as an in-school activity. To date, it has been
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used in five classrooms. This paper compares its use in three of
those classrooms, and analyzes factors that made use of MOOSE
Crossing more and less successful in each of these contexts.
Issues highlighted include access to computers, existence of peer
experts, free-form versus structured activity, and school
atmosphere.”

However, as many have noted:

“ CSCL environments can help to foster and support collaborative
learning in schools. However, our observations indicate that a
computer-supported cooperative learning tool cannot on its own
cause a fundamental cultural shift. Factors that affect the success
of MOOSE Crossing in the classrooms we observed include the
accessibility of computers, school atmosphere, and teacher
attitudes towards collaborative learning.”

However, it hasbeen difficult to develop thefull potential of VWsfor education
partly because the educational value of VWs still needs to be rigorously
evaluated. Bruckman, one of the early devel opers of educational VW applica-
tions, has been one of the few to consistently study how well her educational
applications of VWs met educational goalsin the classroom.

Tuman (1992, pp. 41-43) makes a similar point, although what he discussed at
that timewastheimpact of hypertext onliteracy; however, itiseasy togeneralize
the concerns he and others raise to VWs and games. In his story of Jane sitting
down to read Great Expectations on a hypertext system, he compellingly raises
theissue of how computer-based medium might impact auser’ ssearch for depth
and ability to stick to long works, and so forth:

“ Students in Jane’s situation, in much larger numbers than any
of us care to admit, have long turned to literary guides, simulacra
of the texts—the most visible being the boldly striped Cliff's
Notes—to provide them an easier path through (and, at least as
often, around) complex and long literary texts. What Bolter does
not consider in his discussion of the experience of reading
Joyce's * Afternoon’ is what happens when the story is not a self-
contained fictional universe, read by someone interested in
having a rich aesthetic experience, but only a tiny part of a vast
hypertext network. One where harried and information-driven
readers, instead of spending a few hours exploring Joyce's
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constantly shifting story, can find out the least they need to know
more readily by clicking on screens containing background
information about Joyce, interactive fiction, and the story itself.
The point at issue here is not whether the hypertext environment
can support the level of aesthetic reading associated with print
literacy, especially for those fully acculturated into the world of
print—but how different the experience of reading the most
aesthetically complex hypertext may be for ‘readers’ in the future
who will be fully acculturated into an electronic world, possibly
ordinary students of the next century who have no sustained
experience of print. Just how likely is it that people for whom
reading has become an act defined largely in terms of using the
computer either to access needed information on demand or to be
entertained by the slam-bang integration of 3D graphics and CD
sound will be willing—or able—to sit before a terminal patiently
selecting the paths in a single author-designed hypertext in order
to have something akin to a traditional literary experience?”

Clearly there will always be students who rise above any impediments to
intellectual development, nonethelessit is clear that the individual differences
must be understood and addressed. Hence in MOOSE experiments, some of the
community learned agreat deal in programming skillsand some not (Bruckman,
2003). The same sentiment has been learned in Pueblo and indeed every VW
application as well as every classroom. So the reader might ask why we are
holding the VW to a higher standard than the average classroom. The answer is
simply that we know what the problems (if not the solutions) are in real
classrooms and we do not know the implicationsin VWs.

Virtual worlds take advantage of human minds, and hence there are individual
differences and differences within an individual depending on their mood,
maotivation, and so forth. Hence, Bruckman (2002) discusses AquaM OOSE 3D,
agraphical environment designed to support the expl oration of 3D mathematical
concepts. In a classroom comparison study, they were disappointed with the
results between the use of AquaM OOSE and traditional curriculum:

“ Despite thisinitial motivation to use AQquaMOOSE, many students
in the experimental class were disappointed with the software.
After the study, students in the experimental class commented on
the lack of action in AQuaMOOSE and the imperfect models and
environments that we used. One student, in response to a question
about polar coordinates, said, ‘I don’t remember anything but the
ugly little fish.” By telling the students beforehand that they were

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



24 Bellman

going to be using software that was game-like in nature, we set
the AquaMOQOSE software up to compete against commercial
video games. As can be seen by the intense competition present in
the commercial video game market, the students' high expectations
are difficult to meet. For example, to create the massively
multiplayer online role-playing game Asheron’s Call, Turbine
Entertainment had a staff of over 30 people working for four
years (Ragaini, 2000). A research prototype made by a few
graduate and undergraduate students and one faculty member
clearly cannot compete.”

Ascan be seen from both of these articles, how to evaluate valueiskey problem
for educational applicationsand indeed for all application areas. Thedifference
isthat in entertainment one can ask the user, “ Did you enjoy this?” or watch them
vote with their feet, but in education, one needs to have the goals for using the
VW match their desired real-life behavior. In medicine and other applications,
itjust getsincreasingly serious.

All of these are general challenges not just for the educational use of VWs but
for all ‘real’ applications.

Challenges of “ Getting Real”
in Virtual Worlds

The reason for this chapter is not to describe the challenges of producing
believable, attractive, and desirable social or gaming virtual worlds, although
some of the comments will impact such current and much emphasized uses of
VWs. Thereisalot of active and good work describing how to do both state of
the practice and state of the art in VWs (see Vince & Earnshaw, 1998;
www.there.com) for the purposes of social worlds and role-playing games. For
example, Vince and Earnshaw (1998) offer a number of useful chapters
describing how the current technology is being used (on the use of VRML or
ATM networks for example), with other chapters describing research in such
areas as virtual reality interfaces. Similarly, Bartle (2003), one of the early
developers of MUDs, describes the design concepts behind a wide range of
games from the earliest MUDs to the current online multimedia role-playing
games. But again thiscomprehensive book isgeared towardsthoseinterested in
designing games.
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Many have noted intheresearch and devel opment community that creating real -
worldapplicationsinavirtual worldisamatter of having sufficient detail . If there
was a VW of sufficient richness, then one could truly use it as an exploratory
scientific tool for many things:

1. Diseaseinterventionsand crisisinterventions

2. Discovery and understanding

3. Analysisand engineering (building bridges, building new drugs)
4. Inventions(social and physical)

The hard questioniswhat detail isneeded and how to get the detail intothe VW.
The answer to this hard question is answered differently depending on whether
one emphasizes the VW as a set of models, as a set of interfaces between the
human being and various data sources, or as a set of human and machine
processing capabilitiesand effectors. At first detailsmay sound asif the problem
isdata, but it isnot. Rather, it is dataand process and an analyzabl e setting that
allowscritical eventstobevalidated. Itisalso detail at all levelsof aVW object,
actions that characters can do, and the settings or contexts within which these
objects and actions occur.

VWs as Models

VWs are in many ways models; they have representations for the human user
and other agents. They have both static to dynamical models of the environment
or the setting, they have both static and dynamical representations of any
resources or objects in the world, and to add to complexity they can contain
objectsthat are meant to be classical models or simulations of something in the
world (such as players playing a hockey match or a tank firing and so forth).
Darema (2002) calls them dynamical data-driven models because they have
humans and potentially other ways of incorporating live data feeds that con-
stantly change the “models” in the VW. Some of the greatest challenges to
becoming real-world-capable VWsareto, on one hand, gracefully integrate the
‘live’ and modeled parts of a virtual world and, on the other hand, carefully
distinguish—monitor, trace, and analyze theimpacts—fromwhat is‘real’ input
or behavior and what is from models (and therefore dependent upon modeling
assumptions). For example, a surgeon who is about to cut into a patient in the
manner suggested by a projected three-dimensional rendering of the tumor is
very cognizant of thedifferencesbetweenthe modeled tumor and thelive patient
beneath her knife. In the best case the augmented reality system will support
careful analysis of the continual correctness of the projected image and tumor
model based on the feedback occurring during the surgery.
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VWs are like models: if they’re good enough they can serve many purposes.
When many people discuss scaling up VWsto real-world applications, they are
often considering theissueintermsof how realistic thevirtual world modelsare.
For example, inatraining exercise, it may beamatter of therealism of theterrain
model (Darken & Goerger, 1999). In many gaming environments, itistherealism
of the texturesin theworld or in the fabric available to avatars’ costumesor in
the bouncing of one object against another.

However, it soon becomes apparent that there are almost an infinite number of
detailsthat canbeincludedinavirtual world. Thisthenrequiresnot only modeling
skill, but modeling wisdom; it al so requires new waysof integrating modelssince
there will be many, many models governing different objects, and their interac-
tions and their contexts or settings. It also has motivated many to move away
from just modeling to acombination of modeling and live datacannily projected
intotheworld. For example, many virtual museumsnolonger try to build models
of their layouts and objects; instead they use static pictures taken from many
angles, pasted into the virtual world and shown to the user based on where their
avatar islocated in the VW.

VWs as a Set of Human and Computational Processes

Thereisanintimaterelati onship between the computational capabilitiesavailable
inside the VW and VW models, but it is worth bringing out some of issues
separately. The most formidable types of models needed in a VW are not the
ones used to give arealistic appearance to an object, but rather have the correct
dynamics and behavior from that object. This can lead to a combinatorial
nightmare of potential modeling interactionsand side effects. Therefore, unless
wearetrapped and limited into analyzing ahead of timeevery detail’ srelationship
with all other details, we need much more profound “meta-models” that can
handlerel ationshipsamong other models. Lastly, to handlethebuilding of VWs,
this modeling cannot be done all at once. Hence the emphasis here is on
traceability and analysis to support an incremental process.

As in all models, some factors, features, and attributes will be as realistic as
possible, and others need only be dummy variables or placeholders. If VW
model snever got beyond entertainment and someteachi ng and trai ning apps, that
would be a valuable contribution enough. However, there are some very good
reasonsfor desiring morefrom VWs; the complexity of our modern erarequires
integration places. We need places that are infused with analysis capabilities.
Dueto the complexity they also need to beincrementally done and hence deeply
traceable. They must have explicit criteriafor desired realism or behavior and
not just appearance of correctness.
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That is, not just art, but rendering in the sense of the scientific side of art and
craft. Pictures (museum sites) only make realism in appearance and not in
behavior. To get realism in behavior, we need three things: more realistic input
(such asdata-driven systems), morerealistic modelsor better modelsfor agiven
function, and more realistic ways of driving output (not just text or picturesto a
user, but for example instruments on ascreen). A VW must eventually be alive
with processes that go on regardless (Simcity like) and have dynamics, not just
responsive actions.

But processes are not just within models (such as simulations); rather they are
part of the challenge and the means of integrating the VW with the real world,
and as such they must be ableto cross from real world into VW as processable
data streams and information flows, and from VWs to real world as electrical
signals that cause automated devices to move, focus, release chemicals, and
many other such actions. For example, how isthereal livevideo on afireman’s
hat to be fed into the virtual world that is being used to monitor and control the
force's reaction to a fire? Or taking this same analogy, how does the VW’s
internal simulation of the fire and wind conditions result in changesin how the
sensors are focused or water is being dropped from UAVs?

VWs as Interfaces

However VWs are not just the models underlying the world, they are also the
means by which humans and other active processes interface with any of the
content or capabilities of the virtual world. Especially now VWs are no longer
just inside abox—they can includeinterfacesthat run robots and factory floors,
respond to events within a smart room, or provide live data projected into the
behavior of virtual objects. Henceintherest of thissection, wewill bediscussing
several examples of research that emphasizes new interfaces—both enriching
the VW by the input into the world and the outputs from the world. To get real
requires not only content inside, but also the ability to interface with the real
world.

Real-World-Capable Challenges

Much of what we are going to discussherearewaysof filling thevirtual world—
but it is not enough to say it needs real content and sources of content. Rather
it must be content placed in the virtual world in such away that one can analyze
it, track itsusage, and experiment withit. Thislatter property will changevirtual
worldsfrom massive gameswith billions of homemade objects (even bought and
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sold) by usersto asufficiently realistic environment for medicineand other high-
fidelity uses.

Based on the discussion so far, we can now summarize the three major
challengesto real-world-capable VWsasrealism, scalability, and analyzability
at all levels of the VW—from the management of the network byte streams and
sensors and effectors, to the processing capabilities and modelsinside the VW,
to the impact on the psychology and culture of the human users. Virtual World
users similarly demand increasing realism.

Realism

Howard Rheingold (1992) credits Sara Kiesler (1986) with noting “...that the
word ‘ phony’ isan artifact of theearly yearsof thetel ephone, when media-naive
peoplewere conned by slick talkersin waysthat wouldn’t deceive an eight-year
old with acellular phone today.”

As Mike Macedonia points out, one of the driversfor realismin virtual worlds
has always been military training and planning needs (2002). He al so points out
that VWs are just a continuation in along tradition of innovations starting “in
1887, when McCarthy Little, amilitary strategist at the Naval War Collegein
Newport, R.I. devised awar game using miniature battleships on maps. Around
the same time, the German Army devel oped the board game Kriegspiel. Such
gamessoon spreadto all theworld’ smajor armiesand becamecritical inmilitary
education and planning. Greater realism came later. Virtual flight was the
brainchild of EdwinA. Link, whoin1929invented the Blue Box, aninstrumented
cockpit simulator that used pneumatic pumps to recreate an aircraft’s motion”
(p. 36). He goes on to discuss the sophistication of course added by computers:
“By the 1980’'s Link’s idea had been wholly transformed into digital flight
simulators complete with 3D graphicsto convincingly reproduce scenery, high-
resolution displays, and moving platforms with 6 degrees of freedom.” These
military environmentswere early innovatorsin how to bring in realistic details.
For example, Paul Debevec in the 1990s at UCB helped devel op image-based
rendering, which generatesimagesdirectly from photosrather than buil ding them
graphically. Othersworked diligently on how to bringin sound, vibration, motion,
and so forth (Macedonia, 2002). There has been agrowing amount of work now
on how to have avatars display more realistic movements and expressions,
including emotion (Trappl, Petta, & Payr, 2003; Perlin, 1995; Perlin & Goldberg,
1999; Johnson, 1999). However, in the author’ s experience in observing both
flight simulators and tank simulators, it isinteresting to note that as much asthe
sophistication of the interfaces has increased, there are still formidable chal-
lenges in providing the type of role that the human trainer plays in these
simulators. For example, in the author’ s observation of the old flight simulators
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usedfor Naval fliersin Beeville, Texas, it wasfascinating tointerview thehuman
trainer as he presented the student inside the cockpit trainer with poor weather
conditions or malfunctioning components. He was as busy asthe student. When
the author asked one such trainer questions on why he presented turbulence at
one point, hereplied that the student was doing so well, it wastimeto stresshim
alittle. Intuitively and carefully, theskilled trainers madethe compl ex technol ogy
an educationally meaningful experience for the student. Unfortunately, this
required asingletrainer workinginavery expensivesimulator ontheexperience
of one student. The question before usis how to somehow make computational
and scale up thistype of quality training and attention for numerous students—
for even abattlefield of such students(M acedonia, 2002; Wallace& Sollenberger,
2001).

Mixed Reality: Telerobotics and Augmented Reality

From the earliest examples of controlling a coffeepot through a networked
computer, it has been clear that the issue of VWsis not just a matter of how to
get information into the VW, but also how to get real effects out of the VW into
thereal world. Paul Milgram’ sgroup in Canadahas been doing | eading work for
many years in the area of augmented reality both from the perceptual issues to
the control of effectors in telerobotics (Milgram et al., 1995). “The fields of
artificial reality and conventional telerobotics share many commontechnol ogical
challenges.” Intheir paper, they discuss*“the concept of applying techniques of
virtual environment simulation to address some of the challenges of remote
mani pul ation of tel eoperated systemsin unstructured environments, with afocus
on remote excavation.”

Not Just Inside a Box

Todoreal workisgoingtorequiretheability of thevirtual world not to bethought
of asjust inabox, but rather as something that accompaniesoneinto the surgical
ward (Parvati Dev, private communication), the classroom, and everywhere
else.

It isimportant to not only think of virtual worlds as inside boxes, but rather as
encompassing any highly computationally underwritten environment, for ex-
ample, caves, to highly connected people in partly RL/VL spaces.

There are many recent experiments on how to incorporate mobile devices into
e-learning (Berger, Rainer, Holger, & Klaus, 2003). Inthe Berger work, thetool
“isembedded in an e-learning and m-learning environment at the University of
Regensburg, which allows its functions to be accessed not only from a Web
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browser, but also from a personal digital assistant (PDA) or any phone that
supports the wireless application protocol (WAP). In their paper, they discuss
the advantages to | earning groups and the “ benefits gained by supporting them
in mobile scenarios.”

Obviously there needs to be many different kinds of collaborative support.
However, for the purposesdiscussed here, what ismissing fromthiswork ishow
togainaglobal perspectiveonwhat isbeing doneand accomplished by themobile
participants. Thereforeit isimportant to take some of the collaborative research
on mobile devicesand integrate it with virtual worlds, potentially in the helpful
strategy of Nessie.

Analyzability

Because models of what humans and cultures are will become the silent
underpinnings of our brave new world, we must develop the means by which
those assumptions and biases can become known and analyzable to us.

We have already discussed that one of the most important qualities of MUVEs
isthat people are allowed the freedom and richness of word pictures. However,
the advantage of imagination createsthe equally strong disadvantage of increas-
ing the challenges for analysis and experimentation in virtual worlds. That is,
much work seeks to increase the type of applications that require high fidelity,
analyzability, and traceability (e.g., what was responsible for what effect in the
environment). How then are we to analyze, understand, and control for certain
critical effectswhen thevirtual worldistolarge extent “in the mind’ seye of the
beholder?” We need cognitive studies and experimentsin VWSs, and analysis at
least equivalent to the early days of educational technology.

The ability to create an analyzable base within the VWsis critical to its ability
to be developed and scalable for into real-world-capable VWs. Such an
analyzable base will allow developers to continually assess the value of new
capabilities or features of the world, and with that essential feedback refine the
world and continually engineer it. Such analyses are also critical to supporting
psychological scalability by helping the human user gain perspective over the
enormous complexity of such environments, and have the means to address
guestions on how capabilities are being used, the impacts of these capabilities,
the causal and correlative effects of different world, agent, and object charac-
teristics. Lastly, theability of thislast point—to havethe meansby which humans
can understand the VW and understand its impacts means that we can provide
the crucial meansfor humansto takeresponsibility for what occursinthevirtual
worlds. Responsibility istheflip sideof theability to evaluate. Wewill determine
based on the evaluation.
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Need to Take Responsibility for the Content and
Capabilitiesin Virtual Worlds

Real-world-capable virtual worlds require many things, as we have discussed.
But one issue is rarely brought up both as a motivation for the challenges
described below, but also as a responsibility. Although it can be annoying or
harmful evenif social MUDsarenot well-run, asweapproach thesecritical real -
world applications, it becomesincreasingly critical that we build environments
that not only can support the functions we care about, but for which we as
developerscantakeresponsibility. Thiswill increasingly becomealegal require-
ment; it already is an ethical one. This means that we must not only be able to
support the right thingsin a VW, we must be able to prove that we are able to
support theright things.

Oneof thethingsthat haslong been problematicin computer-based applications
is the hidden power of the programmer to determine what is the real use of
content within a system. As Tuman, who is not a cyberspace enthusiast, noted
guiteawhileago (1992): “ Truthisstill abovethe masses, butitisnow conceived,
not as something rarefied or spiritual, but as a trade secret at the top of a
corporate pyramid—what separates holders of ‘truth’ from the people below is
not knowledge but institutional greed and power.” Meanwhile, instead of
Faustian man, committed to an endless, solitary quest for knowledge, the new
age, Bolter speculates, is marked by the programmer, someone whose work at
every step makes him or her aware of the physical limits of electronic time and
space. The programmer, Bolter contends, does hot make bold new discoveries
but instead subtly manipulatesfinite partswithin afiniteworld: “Heremainsin
the confined logical universe of his machine, rearranging the elements of that
universe to suit the current problem” (Bolter, 1984, p. 223).

Againthepoint of bringing thistypeof discussioninisnot tojust givebalanceto
communitieswho do not agree or argue against the e-world, Internet communi-
cation, and of course virtual worlds; it isto raise several critical issues:

First, who will be responsible for the material in worlds (in social
MUDs it is both the owner of the database and often a user
group)—who and how to evaluate it in a multi-user multi-created
world?

Second, for sometimenow anumber of ushavebeen concerned about the hidden
power given programmersin too many domains for which they do not have the
knowledge. This is a problem very familiar to the modeling and simulation
community, where the programmer often makes decisions for the sake of
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programming ease or computational efficienciesthat may have profoundimpacts
onthevalidity of the modelsinvolved. How in virtual worldsdo we elevate this
authoring responsibility. Tuman’ sremarkspoint to something that hasbeenlong
discussedinthe modeling community, the problem of the programmer’ spower—
in most programmed environments, whatever knowledge and actions exist end
up reflecting both for good and bad the perceptions, understandings, and
knowledge of the programmer about that domain. Thisiswhy we must in fact
create a very different paradigm in MUVESs.

Third, how do we bring depth and real content into an environment that
encourages rapid information retrieval, rapid movement to the right place, and
rapid discovery of interaction possibilities? In social MUDs, thisisassimpleas
the power to not have to walk through spaces but to go immediately there. We
want the advantage of the virtual worlds except where process—and the time
it takes, the space it travels—is a meaningful part of the process. Hence in a
surgical virtual world, we certainly do not want young surgeons practicing
procedures by skipping to the end!

Thepoint hereisthat the challengesare not all computer software and hardware
technical. Rather the challenges include mathematics and social sciences, and
how to usethese environmentsto create something fundamentally new—not just
a shareabl e space, but one that is profoundly analyzable; one that helps gather
the datathat will be meaningful withinit.

Clearly, developing the means by which we can evaluate virtual worlds is a
critical and urgent need. Luckily, asidefrom early pioneerssuch asPeg Syverson
and Amy Bruckman, there areincreasingly more and more researchers doing so
(Bouthillier & Shearer, 2003; Lau, Adams, Dew, & Leigh, 2003).

Conclusions

Virtual worldshave enormouspotential, not only in specific applicationdomains,
but in changing the way that researchers and developers are able to develop,
integrate, monitor, analyze, and impact the complex system of humans and
artifacts. However, in order to devel op such systems, we must scale up in three
very different ways: numerousness, variety, and what we are terming “ psycho-
logical scalability.” To do so we believe that we must ‘ open up the box’ and
integrate VWsinto thereal world viaavariety of multi-sensory interfaces, live
data feeds, telerobotics, and other effectors for performing real work from the
virtual world. However, inorder to scale up intheseways, wemust develop VWs
that have much better ways of analyzing and eval uating what hasoccurred within
the virtual world, and much better ways of mapping the causative and co-
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occurring relationships among the many compl ex attributes of agent, world, and
objects. To help develop testbeds for such VWs, we have been experimenting
on both the types of experiments one can conduct within avirtual world and the
necessary adaptive and flexible infrastructure for doing so. Eventually these
testbeds will lead the way to Virtual Worlds that help us do real things.
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Chapter I 1

TheFutureVirtual
Reality M elting Pot

Chadwick A. Wingrave
Virginia Tech, USA

Abstract

Virtual reality replaces or modifies human sensory input as do other
technologies but with different methods or goals. Currently and even more
so in the future, these technologies will work off the successes of each,
creating a virtual reality melting pot. In this chapter, we look at some of
these technologies and their current effect on virtual reality. From there,
we identify human technological drives and use this to highlight future
technologies that will meld into the melting pot. Lastly, we look at how some
of these changes will impact human society and human everyday life.

| ntroduction

Many fieldstoday areworking towardsavirtual, information-accessibleworld.
Distance loses meaning, communication and information flows freely, and the
sensory inputsarethe manipulated mediumsthat makeit so. Virtual reality (VR)
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is at the forefront of this, having the goal of replacing or modifying a range of
sensory input of the user. Theresult of thisgoal isthe study of how usersbehave
and react when their environment changes in non-realistic ways. Other fields
seek to modify the user’ sworld through different means such as augmenting the
user’s senses or blending technology into the background of a human’s life.
However, the technol ogy of these younger fields has not advanced asfar asVR
to make them practical for many studies involving users due to equipment and
toolkit fragility. VR however has explored beyond merely equipment advances
to create methodology and experiment with real users and their reaction to real
VR experiences. Other fields in the future will then be able to work off VR
research and literature, blending their advances with the inroads made by VR
into alarger body of knowledge, a VR melting pot of technology.

An apology' is in order before we continue with the rest of this chapter. It
becomes difficult to say where the bounds are of certain research fields. For
instance, many fieldsseek the sasmegoal of bettering thelivesof humansthrough
technology; they just take on different methods or emphasis. In the exploration
of enabling VR technologies, it islikely that the statements of this chapter will
annoy researchers from other fields as they claim their technology will be the
dominant researchthat ledtothechangeinour lives. Thereality isthat thefuture
is built of many parts, interacting in a complex, seemingly chaotic manner.
Judging importance and contribution will be |eft to the historians. Creating the
importance and contribution isthe charge for those with the creativity to seethe
connections and blur research lines, mixing the best of the various fields into
something of utility for the average human.

But first, avision of the future of VR through a scenario of ahuman'’slife:

As Brad exits his last required cycle of REM sleep, his blinds silently open
to let in the rays of sunlight from the morning sun. He had no need to set an
alarm as his room monitored his sleeping patterns and his virtual agent
managed any interruptions (if an emergency arose, the agent could wake
him). Still lying in bed, Brad asks his room what he missed through the night.
The ceiling switches from a star-filled night sky to show the night’s activity.
Gesturing with his hands he moves through his messages...nothing out-
standing. His news avatar clipped a few news stories, which he will look at
once he gets to the office; Dave, Brad's friend, is having a dinner party in
a few weeks and it was added to Brad's schedule; Brad’'s brother left a joke
he had just heard about a man and an elephant; and, a few bits and pieces
of work information from the global offices on their accomplishments
through the night. Brad heads toward the shower to finish going over his
messages as music turns on in the background. He always likes Mozart in
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the morning, though every once in a while his room plays Beethoven, which
is a surprising but welcome change. After his shower, Brad starts to head
out the door when his virtual agent at the French office breaks in,
appearing in his vision, and asks for help with a problem they have been
stuck on. Normally, this activity would wait until work, but his French
coworkers wanted to go to a long lunch so Brad's agent gets his attention
before he enters the morning commute. Brad tells his agent to take him there
and, though he is still standing in his living room, to his senses he appears
in the European office surrounded by a few familiar French coworkers.
They review diagrams of the building they have been developing and Brad
points out a few subtleties of the construction project they had overlooked.
He pulls a pencil from his pocket onto which the room overlays the
blueprints of the hallway they are discussing. He then uses the pencil to
point-out the location of doorways and how they connect to the main hall.
Afterwards, Brad even tells them his brother’s joke about the elephant.
They all laugh and Brad says good-bye, thankful that the computer
translated his joke into French properly, as humor has difficulties in auto-
translation. With his meeting over, Brad walks out his front door and starts
to review traffic patterns for his drive to work.

One might not recogni ze this as a scenario of future virtual reality, but more of
a scene from some science fiction novel. Today’s clunky VR systems with
expensive bulky trackers and large, low-resolution and small field-of-view
displays are hard to imagine as portable, ubiquitous, high-resolution systems
integratedintoone’ sindividualisticlifestyle. But then again, sowerelaptop-sized
computers when a single mainframe filled a room. To draw parallels, just as
computing was once only the domain for calculating artillery trajectories and
businesspayrolls, sowill VR grow out of itscurrently limited domain of expensive
or hazardous-environment applications. The question isthen, how will it grow?

In this chapter, we shall use two methods to support the VR melting pot and
discuss how the changes will have social implications. The first method of
understanding how VR will changeistolook at existing and rel ated technologies
and extrapolate into the future. The conclusions that can be drawn are easily
supported with existing facts. We will look at these technologies in the next
section. The second method we will use to understand VR change is to
understand what drives people and identify technologies that support those
drives. This will be covered further on. Finally, we will look at some of the
impacts on society that the melding of VR with other fieldswill have, and how
peoplewill adapt and blend technology into their everyday lives.
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Currently Melding Technologies

VR will meldwith other fieldsinthefutureincluding the currently mixing fields
of Augmented Reality (AR), Ubiquitous Computing (UbiComp), MachineVision
(MV), Wearable Computing (WC), and Human Computer Interaction (HCI).
AR in many cases uses wearable computers to do its computation and Machine
Visiontotrack itsusers. UbiComptoo usesMachineVisiontotrack users, along
with many of the same types of projection technology asused with VR and AR.
HCI methodol ogy incorporatesall of thesefieldsintothe everyday lifeof auser.
Technological advancesineachfieldallow for new possibilities, blurring thelines
between them.

Augmented Reality

Augmented Reality focuses on the “ enriching, rather than replacing” of reality.
AR “annotates reality to provide valuable information, such as descriptions of
important features or instructions for performing physical tasks’ (Feiner,
Maclntyre, & Sellgmann, 1993). Its hallmark technologies are see-through
displays sometimes attached to wearable computers and tracking systems
ranginginscalefromworldwideglobal positioning systems(GPS) totypical VR
room-scaled tracking systems.

In Augmented Reality, researchers study how to add information to the user’s
worldinnon-distracting, informative, and, not to be understated, safeways. This
extra information can be for tasks such as displaying shopping lists, viewing
control panels, displaying safety information, and other work tasks.

Effect on VR

AR is perhaps the closest akin technology to VR, as demonstrated by the
taxonomy of AR and VR experiences on the Virtuality Continuum (Milgram,
Takamura, Utsumi, & Kishino, 1994), with advancesinonefield applicabletothe
other. Accurate outdoor AR tracking systems can be used for VR experiences,
andinteractiontechnologiesareapplicableto both ashighlightedin Wingraveet
al. (2003). Even some display technologies can be shared between the fields.

VR and AR will coexist astheimportance of augmenting our everyday liveswith
graphical andtextual information, mixed withtheability to switchtoacompletely
virtual scene, becomes understood. An example of such use can be seen in the
scenario with Brad appearing in France and working with his colleges while
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actually standingin hisown house. Inthisscenario, displaysand tracking systems
are used that are familiar to both VR and AR.

Ubiquitous Computing

The guiding philosophy of Ubiquitous Computing was set forth years ago by
Weiser (1991) as technologies that “weave themselves into the fabric of
everyday life until they are indistinguishable from it.” To this end, Weiser
focused on displays scaled from palm-sized to wall-sized and the networking of
them together. Otherssince havelooked at aplethoraof embedded technol ogies
such as projected displays, networks such as wireless and Bluetooth, Machine
Vision for tracking and face recognition, RFID tags, and more. UbiComp has a
very large human emphasisin itsresearch, with the technol ogies being created
tosolveorinresponsetovery real humanissues. Additionally, UbiComp hasal so
been responsible for avery deep introspective look at how its technologies fit,
ethically and legally, into the everyday lifestyle of its intended users. Thisis
something that VR has not focused on, in large part dueto VR being situated in
the laboratory and rarely placed in the world.

Weiser worked hard to separate UbiComp from virtual reality, calling VR the
“most diametrically opposed to our vision [of UbiComp]” (Weiser, 1991). He
stated that “virtual reality focuses an enormous apparatus on simulating the
world rather than on invisibly enhancing the world that already exists.” His
emphasis on the difference between the two is startling, considering the
similarities between them. His position might have only been to separate
UbiComp as a field unto itself as opposed to a subclass or type of VR. For
instance, many of the same interaction techniques and display principlesof VR
can be applied to UbiComp. For example, the different methods of selectionin
VR (Wingrave, Bowman, & Ramakrishnan, 2002) and UbiComp (Myerset al.,
2002) are quite similar and validated via similar research methodology. Infact,
itisnot hardto place UbiComponMilgram’ sVirtuality Continuum and even use
VR to prototype UbiComp applications without having to deal with each
individual UbiComptechnology. Theonly real differenceistheplacement of the
hardware ‘in the world’ for UbiComp as opposed to ‘on the user’ for VR and
some AR. The promise of both fields, the ability to work with information and
people more efficiently, isthe same.

Effect on VR

UbiComp’s emphasis of embedding technology everywhere, invisibly into the
background, will create many opportunities for VR. VR can run across the
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networks UbiComp envisions, the displays and speakersit seeksto embed, and
more importantly, the philosophy of the effect of technology in daily life.
Ubi Comp should also becongratul ated for itsearly focuson privacy (Langheinrich,
2001) and social issues (Jiang, Hong, & Landay, 2002). Thisfocuswill pavethe
way for easier adoption of technologiesthat seem quiteinvasive and dangerous
tothenormal operation of people’ sprivatelives. Additionally, it givesguidance
to law and policy makers hopefully in advance of their needs to respond so that
the response will be well thought-out by those in the know and not result from
panicked decisions by thoseill-informed.

In this scenario, Brad interacted seamlessly with computers that opened his
blinds, played hismusic, displayedimageson hiswalls, monitored hissleep, and
remembered his preferences—all Ubi Comp technologies.

M achine Vision

Machine Vision has been used to track people and items. It has been used in
conjunction with AR and UbiComp to provide tracking information at coarse-
grained (user is in the kitchen) (Kidd et al., 1999) and fine-grained (sign-
language) (Starner, 1995) levels of detail. The recreation and improvement on
thehuman visual system can be considered adistant goal of suchtechnology, but
it has had many successesin smaller tasks such asfacerecognition, eyetracking
and position, and orientationtrackersviafiducials(Hoff, Nguyen & Lyon, 1996;
Neumann & Cho, 1996). Machine Vision has also been used in VR for tracking
on a surface such as the Perceptive Workbench (Leibe et al., 2000). Vision
tracking holdsgreat promise because of itsfast update rates, minimal environ-
mental distortion, and lack of need for attaching receivers and wires to the
user.

Effect on VR

The ease of using cameras as opposed to VR'’s traditionally low-range and
encumbering trackers makes machine vision an enabling technology as it
becomes more accurate and easier to apply.

In this scenario, when Brad rested in bed after waking and existed virtually in
France, the room he physically existed in was able to watch his gestures so he
could interact without being harnessed by wires and trackers.
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Wear able Computing

Wearable Computing researches the impact of computation through light,
compact, and low power computersintoour daily lives. Thefieldissplit between
finding usesfor andincreasing the computation. I n addition to raw computational
power, other factors such as power consumption and heat are important to the
field. Much work has also gone into harvesting power and dissipating heat
through the human host. Possible sources of power are heat, breathing, blood
pressure, and limb motions (through multiple methods such as keyboards,
flywheels, and piezoel ectric materials) (Starner, 1996).

Effect on VR

Wearabl e computers can be seen as ahuge enabling technol ogy of VR. Itsfocus
on smaller and more portable computing create the ability to take computers
everywhere to augment our lives and create the virtual worlds on the fly.
Additionally, theinstrumenting of our selveswill further increase our ability to
replace haptic, visual, and auditory senseswhen the VR melting pot requiresit.

Inthisscenario, though not specifically mentioned, Brad waswearing sometype
of computing devicetodrivehispersonal displaysandreview traffic patterns. In
the long run the wearable computer is an enabling technology for VR and,
inversely, VRisanapplication domain for wearable computers. Eachfield gives
emphasis to the other.

Human Computer Interaction

Human Computer Interaction looksat smoothing the boundarieswhere comput-
ers and humans meet and interact. Having its birth in psychology, it has grown
quite diversethrough its successes and failures, eventually coming into itsown
as a separate and complete field of study with the focus on the user and user
tasks. Early HCI focused on the user interacting with a single machine. This
branched with time to people using machines to do work and workflow, with
more recent studies focusing on interacting, working groups.

VR hasto some extent adopted the methods of general HCI such as taxonomies
of interaction tasks (Bowman & Hodges, 1999; Gabbard & Hix, 1997) and
constraints (Bowman & Hodges, 1995), but thisfallsshort of predictive models
and detailedinstructionson how to buildinterfaces. Good design still comesfrom
experience, evaluation, anditerationon usually poor initial designs. Thereiseven
debate in the general field of HCI over whether or not generalized models can
be created to inform design (Landauer, 1991).
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There are mgjor differences between VR melting pot technologies and the
typical tasks approached by HCI. One underlying difference between typically
desktop HCI and the VR melting pot HCI is the large volume of 1/O inaVR
melting pot between the user and the environment. For instance, whereas
desktopinterfaceinput typically comesfrom 2D pointing devicesand keyboards,
VR can track multiple 6-D positions and hand joint angles (each hand alone can
even beconsidered 19-D inputs). Another differenceistheamount of familiarity
auser of VR brings with them from the real world into avirtual world versus a
typical desktop environment such as the WIMP (Windows, Icons, Menus,
Pointers) metaphor. Users quickly realize that though the virtual world looks
similar to reality, it hardly interacts as reality, leading in many cases to
disappointing experiences. Thisisin contrast to desktop experiences that have
very limited realism but result in successful interaction experiences because
relatively low bandwidth devices make interpreting user intentions easier.
Because of these differences, many of the successful models of HCI for
improving the user experience in itstypical domains, such as Fitts' Law (Fitts,
1954) and the Law of Steering (Accot & Zhai, 1997) for predicting user timeto
complete atask, are too simplistic to be usefully applied. Thus, VR remains a
difficult domain to interact with, despite the research underway.

Effect on VR

VR hasgained much fromthefield of HCI. User studies, evaluation, and afocus
on the tasks of the user have started to make working, as opposed to just
watching, VR areality (Hix etal., 1999). A recently defined field of Information
Rich Virtual Environments (IRVEs) (Bowman, North, Chen, Polys, & Pyla,
2003) is looking at ways to increase the utility of VR by supplementing the
environment with several types of abstract information. Despitethe effortsover
the years to make VR usable, there is much work that needs to be done.

In the scenario, Brad worked effortlessly with the computers around him. He
worked on the tasks he needed to perform and did not spend time or cognitive
effort negotiating with the computing surrounding him.

Is This the Whole Story?

Futuristic extrapol ationsbased on the technol ogiesmentioned iseasy but limited
inthat it cannot predict sideswiping events. Who could have predicted theimpact
that placing pictures into HTML documents for the Internet would have on
today’s economy. Or, who could have predicted that a simple spreadsheet
application, VisiCalc, could bring about apersonal computer revolution. These
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types of events sideswipe current projections and lines of thinking because the
type of thinking in this section failsto focus on what meets people’ swants, their
drives. The more correct question then becomes: What are human drives and
how does VR fit into them?

A Discussion of Drives

Recently, the author listened to a group of students discussing what made the
Apple iPod' a success. They named its sleek design, large song storage
capacity, and simple and elegant interface. They viewed it as the sum of the
technologiesit comprised. Thisis unsettling because this view only allows for
incremental improvementsasthetechnol ogiescomprising theiPodimprove, for
example, larger hard drives or a smaller case. A more thorough understanding
of the iPod comes about in the realization of the task the iPod fillsin people’s
lives; peoplewant musicintheir lives. The sleek design minimizesthe device's
impact on theroutines of people. Thelarge storage space enables peopleto have
their full collection of music at all timesand not have to make decisions between
songs they wish to carry and leave on their computer. The interface was made
simple so as to reduce the amount of time people had to spend dealing with the
device to access its functionality. People want more while giving less; less
money, fewer tradeoffs, lesstime, and lesscognitive effort. In essence, people’s
drives are for cheaper, more robust, faster, and simpler technologies. These
drivesarethe spending capital of humansontechnol ogy and the method wewish
to use to identify the important VR-enabling technologies in the future.V To
explore this concept, Table 1 lists the technol ogies discussed according to the
drives they address.

A technology is only as useful as the benefits received by the user minus the
hassleto afford, use, and maintain thetechnology. Augmented Real ity addresses
all the drives of the VR melting pot applications through better toolKkits, better

Table 1. The drives technologies seek to address

Cheaper More Robust Faster Simpler
Augmented Reality X X X X
UbiComp X X
Machine Vision X
Wearable Computing X X
Human Computer X X X X
Interaction
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design methodology, tracking accuracy, and so forth. UbiComp addresses the
drives by a more robust integration of devicesin the environment and a better
understanding of the user. Machine Vision too assistsin understanding the user.
Wearable Computers reduce the costs of the computers in the environment.
Applications are made cheaper by HCI design methods, more robust by a better
understanding of the user, faster by reducing the amount of work to achieve user
goals, and simpler by reducing the complexity and confusion of interfaces.

Validation of the VR melting pot can be seen in the successful existing
applicationsof VR. Military trainers, psychological therapy, prototyping applica-
tions, and architectural and visualizationwal kthroughs (Brooks, 1999) all useVR
because it is either cheaper, more robust (as per safety, transfer of knowledge,
etc.), faster (to construct, design, or visualize), or simpler (to learn, cognitively
use, etc.). As VR becomes more mature, as per the drives mentioned, the
problemsthat VR will beappliedtowill nolonger bejust afew, largeapplications,
but many smaller applicationstoo. Theresultswill bethe blurring of thelines of
reality asthe environment slowly becomesaugmented, hardwarefadingintothe
scene becoming ubiquitous, and VR no longer seen only as Fishtank VR, Head-
Mounted Displays, or projected displays, but existingintheworld asamelting pot
of technologies. Thefollowing exampleshighlight everyday problemsthat canbe
addressed:

Problem: Did I leave my pen on my desk?

Solution: Virtually travel to the desk using embedded camerasto view the desk
and the items on it.

Problem: Do | have access to the door in the building or is the door currently
unlocked?

Solution: Reference the door in the environment and view situated information
about the door. Just as Web pages have an I nternet address, so too can
abstract information be linked to real-world locations and settings.

Problem: Do | have a ripe tomato in the refrigerator?

Solution: Whilestandinginthestore, virtually takeatour of thehomerefrigera-
tor. Theuser isnot interested injust aninventory, but the properties of
objectsin theinventory. What does the tomato look like?

Problem: Bob needs to give the OK to proceed, where is he?

Solution: If Bob wants to be found at the given time and by the given person
(social context of human-humaninteractionisimportant), then Bobwill
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Table 2. Advancements that will meld with VR to fulfill the identified human
drives

Cheaper More Robust Faster Simpler
Agents, Interruption, X X
and the Periphery
Computer Supported X X
Collaborative Work
Magic X X
Publication and
Propagation of X X X
Information
Tangible Interfaces X X X

let them know where heisor whereto meet himif he doesnot feel they
need to know his current location.

So if these types of problems are exemplary of the drives people have and the
problems to be addressed, then the question is, what type of advancements can
address the drives we have identified? A partial listing of these advancements
isin Table 2. Itiseasy to imagine the impacts of several other advances such as
material science, nano technology, and wireless technol ogies too, but those are
beyond the scope of this chapter.

Agents, Interruption, and the Periphery

The information age ushered in atidal wave of easily obtainable information
without any cognitivechangeintheability of the humanto manage. Todeal with
the problem, research on agents acting on behalf of or with the human have
increased the volume of datawith which the human can easily work. Addition-
ally, work on when to bring information to the attention of the human and how
todisplay informationinanon-distracting manner hasal so increased thevolume
of data that can be worked with (McCrickard, Czerwinski & Bartram, 2003).

Once information is in a useful form, it needs to be presented in an intuitive
manner. There has been research on how people respond to new media (Reeves
& Nass, 1996) and how to use animated agentsto conversewith usersfor certain
tasks (Cassell, Sullican, Prevost, & Churchill, 2000). Cassell has worked on
conversational agentsto simulate human-human interaction by emulating verbal
and non-verbal communication. Affectivecomputing (Picard, 1997), whichdeals
with human emotions and computing, is also relevant. The hope is that by
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simulating human-human interaction with computer agents, information can be
communicated in amore natural, easily understood manner.

Peripheral and notification displays and interfaces al so seek to convey informa-
tionin anatural, non-distracting manner. Ideally asinformation is updated and
presented, the user should only be aware of it asneeded without being constantly
reminded of its presence. Change blindness (Intille, 2002) and inattentional
blindness (Simons, 2000) give the ability to update displays without the user
perceiving a change.

Drives of the Technology

Agents, interruption, and periphery technologies address the human drives of
technology needing to be more robust and simple. These technol ogies have the
ability towork with the human asthe human goesabout hisor her everyday tasks.
Thetechnology will blend into the background and the agents will be more of a
filter throughwhichinformationispassed fromtheoutsideworldtotheuser. The
recreation of human-human protocols could potentially make the interfaces
simpler to learn and use.

Effect on the VR Melting Pot

The melting pot technol ogies have the ability to present information to the user,
but agent, interruption, and periphery technologieswill guide how that informa-
tion is presented. In the example scenario, Brad interacted with avirtual agent
inthemorning about activitiesthat went on duringthenight. Additionally, Brad's
agent was abl e to negotiate without any input from Brad atimeto interact with
his French coworkers that was convenient for them, so they could go to lunch,
andfor him, so asnot tointerrupt histimein the morning with hiswife but before
he entered his commute.

Computer Supported Collaborative Work

Computer Supported Collaborative Work focuses on computer systems that
support collaborative human work, careful to support the subtle human-human
interactions. The applications of CSCW can generally be described along two
axes, the first being communicating synchronously (at the same time) or
asynchronously (at different times), and the second being interacting collocated
(existing in the same location) or remotely. Videoconferencing is a simple
example of a synchronous and remote CSCW application, since groups are in
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different locations and the communication takes place at the sametimefor both
remote groups. Thereare major technical and non-technical challengesbuilding
more complex systems (Grudin, 1990), with one major reason being the difficul -
ties in supporting the lack of formalism or explicithess of human interaction
(Shipman & Marshall, 1999). Despite these challenges, CSCW has had success
in such applications as collaborative calendars (Palen, 1999), collaborative
meeting rooms (Johanson, Fox, & Winograd, 2002; Stefik et al., 1987), MUDs
and online communities (Kollock, 1996; Carroll et al., 2000), and even simple
applications such as e-mail.

Drives of the Technology

CSCW focuses on making interactions between humans more robust and the
ability to collaborate on work faster.

Effect on the VR Melting Pot

CSCW standsto givethe VR melting pot amethodol ogy of how to el ectronically
support peopledoing work and abody of knowledgeto guidecollaborationinVR.
A subfield of VR already exists for dealing with collaborating VR users called
Collaborative Virtual Environments(CV Es), which hasitsown biennial confer-
ence started in 1996.

In the scenario, Brad worked collaboratively with a remote office in France.
Language and distance were removed as a barrier to the work being done.
Additionally, hisfriend Davewasableto access Brad’ spersonal calendar to add
appointments.

Magic, the Breakdown of Reality

The ability for VR to break reality’s limitations has long been touted as an
advantage, but it leads to the struggle between intuitiveness and efficiency.
Interacting magically isnot asintuitive as naturalistic interaction because of the
lack of familiar affordances. These affordancestell the user how to behave and
react, just like adoorknob affords turning and a button affords pushing. Despite
its lack of affordance, magic in VR can be quite efficient, allowing users to
interact without regard to some fundamental assumptions of reality (Pierce &
Pausch, submitted) such as reaching beyond arm lengths, existing virtually in
multiple locations, lifting and manipulating objects without regard to size and
mass, just to name a few. Additionally, magic allows retraining the brain to
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respond to new stimuli by piping information down existing sensory channels
such asvisually overlaying building support structuresinwalls(Feiner, Webster,
Krueger, Maclntyre, & Keller, 1995), billiard shot angles for the game of pool
(Jebara, Eyster, Weaver, Starner, & Pentland, 1997), and repair instructions for
alaser printer (Feiner etal ., 1993); other potential applicationsincludevisualizing
radiation levels, heat, ultrasonic sounds, and other information. Visual overlays
are not the only methods, as sound overlays have been used to convey medical
information by movingaCAV E wand through avolumedenoting density (Brady
et al., 1995). Danger or heat can be conveyed using psychophysically similar
sounds such as sizzling. One could even imagine other dimensions of sensory
information, for example: “Hmm, thedataseemsto extend quitefar intothe pine
tree scented dimension at this point here.”

Drives of the Technology

Though not a specific technology, magic interaction has the ability to make
interaction faster and, with experience, simpler as users learn new magical
metaphors of interaction.

Effect on the VR Melting Pot

By retraining the mind to interpret sensory information differently yet in
consistent ways, peopl€’ s reality becomes accepting of new information types
asthey can perform actionsnot previously possible and deal withinformation not
previously available.

Inthe opening scenario, Brad’ snighttimeenvironment wasastar-filled sky, and
when he needed to travel to France to work with his officemates, his room was
transformed to their location and he existed virtual there.

Easy Publication and Propagation of Information

Theability to easily create, destroy, situate, and manageinformation for self and
others, locally and globally, will be adriving motivation behind the valuein the
melting pot technologies. Again not a specific technology in itself, thisis a
requirement of the protocols that need to allow the generation of information
quickly and effortlessly. In effect, information can be placed where people with
appropriateaccesswill seethe publishedinformationand hopeful ly respond with
the same amount of ease. Thisallows communitiesto develop simple messages
between people to build up knowledge in the world in which they interact. This
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places content creation into the hands of common peopl e, scientists, engineers,
and artiststo assist their lives. These same people will not have this opportunity
if the manner of creating this content requires understanding of complicated
markup languages or experienceininformation tricks.” Ultimately, if the effort
required to post a note or object digitally is more than the effort to write a note
on paper and place it in the environment, the value of the content will suffer.
Examples of this concept in action are:

Context: Housemate to other housemates

Note: “| left the pizzainthefridgefor you.” or “My pizza. | spitonit. Don't
eat it.”

Effect: The note will always be seen when the user opens the refrigerator or
entersthekitchen area. Additionally, if dinner comesup in conversa-
tion or the housemate enters a restaurant forgetting they have left-
overs, this note becomes relevant and can notify the user. The note
then has a presence outside just the home.

Context: Restaurants to pedestrians
Note: Lunch menu and specials on the outside of a restaurant.

Effect: Easily donewith signsnow, but electronic publication enables people
to browse restaurants virtually through such scenarios as, “| have to
run an errand near midtown, let’s see what restaurants are there and
their specials.” This same scenario allows people to also post com-
ments about the restaurant’ s quality and situate the comments next to
therestaurant. Thelegalitiesand consequencesof such postingswould
have to be determined.

Drives of the Technology

Better methods of publication and propagation of information will allow for
cheaper information creation, faster access to information, and simpler access
to the correct information at the correct time.

Effect on the VR Melting Pot

The VR melting pot technologies create ways to propagate information, but it
needs important content to propagate. In the scenario, Brad’s colleagues were
able to post information to Brad about notifying them before he left for work,
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Brad’ sbrother wasableto publish ajoketo Brad, and Dave updated information
on Brad’' scalendar. Theincorporation of those information streamsinto thelife
of Brad meant that people could rely on the information getting through and
would assume that the information was presented at an appropriate time.

Tang_]ible I nterfaces

Tangiblelnterfacesdeal withinteraction builtintoreal-world objectsthat people
can intuitively manipulate in the foreground (graspable media) or observe an
unseen phenomenon in the background (ambient media). The ability for people
to work with real objects that they are familiar with, yet are now augmented,
enables faster understanding of applications and a more natural interaction
because of the haptic feedback and affordances provided.

A good review of tangible interfaces can be found in Ishi and Ullmer (1997).
Such applicationsinclude the ambientROOM, where grasping a model of acar
causesWeb hitsto acar Web siteto bedisplayed audibly asraindropsor visually
ontheceilingwithripplesinwater caused by light projected through awater tank.
Another application, mediaBlocks, usesblocksof electronically tagged wood to
represent mediathat play when thewood blocksareinserted into mediaplayers,
creating anintuitive interface for mediacontrol. Live Wirewas asystem for the
ambient display of network traffic by having acord hangingfromtheceilingjostle
about as packetstraveled through anetwork (Weiser & Brown, 1995). Toolkits
such as Phidgets support the creation of Tangiblelnterfacesthrough acollection
of physical widgets such as sensors, motors, and RFID tags and readers
(Greenberg & Fitchett, 2001).

Drives of the Technology

Tangible interfaces make hardware cheaper, as common items or simply
instrumented items can be used for new or grander purposes. Additionally, more
robust interfaces can be created due to the affordances of common, familiar
objects.

Effect on the VR Melting Pot

By instrumenting common devices, the VR melting pot can report and interact
withinformationandfunctionality inthetangibleworld. Thetangibledevicesgain
better waysto distributetheir informationto the user through VR, andinturnthe
VR melting pot gains more information about the environment the user isin.
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In the scenario, Brad holds a simple pencil in his hand that is representative of
ahallway they are discussing. Using the pencil asan augmented prop, heisable
to show extrainformation such as doorways.

Changes to Social Practice

Thetechnological changeswe have mentioned so far will lead to changesin the
social practice of people, just asall innovationsdo. Telephones caused peopleto
stay in better touch with distant friends. Radio, television, and morerecently the
Internet have brought about the propagation of information and the unification of
disparate cultures. Portable musi ¢ hasbrought about aninterest in sharing music
collections, and soforth. Itismost likely that advancesin all the af orementioned
technologies will have an impact al so.

Below are four instances of impacts to social practice and should be looked at
as examples of what will occur due to the VR melting pot. The first impact
discussed isthe creation of socially awkward situations through new technol o-
gies. The second impact is on entertainment as new toolsincrease the ways for
entertainers to entertain and situations in which to entertain us. The impact of
personal preference and individuality and how it will shape our spaces with
different imagery follows. Lastly, we should remember that some parts of life
cannot be impacted as people are human, and despite technology’s ability to
manipulate the human experience, not all things are able to change.

Social Awkwardness and Protocols

Asresearchers, we should constantly be aware of how our technologiesfit into
the human lifestyle—if for no other reason than just to avoid duplicating one of
technology’ sgreatest social flops: theinappropriatecell phonering. Cell phones
have caused odditiesin social behavior from badly timed cell ringstoinappropri-
ate calling and answering times. We can only expect these oddities to increase
with advances to the technology. For instance, shrinking cell phones and
earpiece sizes have cause people to appear asif they are talking to themselves
in public, with some peopl e facing wallsto avoid such confusion. Even desktop
social conventionsand problemsexists. Thelack of ability to expressemotionin
pure text transmissions such as e-mail and chat was partially alleviated through
the use of emoticons (Rivera, Cooke, & Bauhs, 1996), defined as sideways
punctuationthat lookslikevariousemotion-containing faces. Intheearly Internet
days, many new userstothe Internet brokethe onlinetext communication social
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convention by using all capital lettersin newsgroups. Existing practice was for
capital lettersto be saved to express emphasis which caused many experienced
usersto feel like they were being yelled at.

Social protocol sfor the correct method of dealing with technol ogical issueshave
to be established by society. The author once overheard aconversation between
two women in a coffee shop discussing how they did not get along with athird
because the third did not apologize properly for accidentally sending an e-mail
virus. OnecouldimagineaSeinfeld episodedealing with just such asituationwith
hilarity ensuing. As reality becomes augmented as discussed earlier in this
chapter, we can expect awkward social settingsto occur. People gesturing about
wildly, manipulating virtual objects or responding to periphery information
existing solely in their view, will be seen as scary or even insane until people
become familiar with such behavior. Theimplications are that aswe create new
technology, it impacts more than just allowing us to do more things; it changes
how we go about our lives and work and live with others. Over time, social
conventions adapt to fit the technology, but we must try to help or predict this
adaptation. For example, Brad’ swife might not enjoy her husband working with
the French office during their private time in the morning when he and she have
a few moments to spend together before they both leave for work. This might
changeasBrad and hiswife adapt over timetotheir being abletowork anywhere
at any time. Thisgivesthemtheflexibility to spend moretime at homewith each
other (so much timethat interruptions from the French office might be welcome
by Brad's wife!).

Entertainment

The new medium of VR will likely spur new types of entertainment, as artists,
directors, and technol ogistsutilizethe new possibilities presented by VR and its
related technologies. Already, the movie industry has incorporated motion
capture technology to create realistically moving computer-generated anima-
tions and movies such as Final Fantasy.

New possibilities for entertainment, not just better methods of creating the old,
are possible however. DisneyQuest has been at the forefront of this, creating
games using VR technology, and making them robust and playable enough to
keep even Disney audiences entertained. Games played in people’ s daily lives
with standard devices like a cell phone are gaining in popularity such as those
created by the It's Alive (www.itsalive.com) company. It creates games such
as BotFighters, where players shoot it out with others close by using their cell
phones to attack with lasers and rockets, with thousands of usersin multiple
countries. Still in the research domain, games such as “AR Quake” (Piekarski
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& Thomas, 2002) superimpose the classic first-person shooter game “ Quake”
into thereal world, tracking the user as he or she moves and shoots at monsters.

It would be shortsighted to suggest that entertainment stops at work. Currently,
game playing at work is considered a major corporate inefficiency, as game
playing takes away from work time. Many games even come with a bosskey"
tofacilitateplaying at work but not getting caught. One group hascreated agame
that supportswork asagame by putting part of asystem administrator’ sjob, that
of processcontrol, intoapopular first-person shooter “ Doom” (Chao, 2001). One
could imagine future scenarios of work where games, by virtually replacing and
adding information to our world, make tedious or boring work into a game.
M otivation from the business side would come from better methods of quantify-
ing worker production or efficiency by keeping track of employee scores. By
taking an employee motivation to be entertained and VR melting pot technol o-
gies, anew situation can emerge of entertained empl oyeeshappily and efficiently
working while managers are better able to predict costs and production through
better information about their employees. “ The employee of the month goes to
Angela who successfully completed level 8 for an office new high score.”

Personal Preferences and Individuality

Not all environments need to be experienced the same, as not all people are the
same. The phrase “Beauty isin the eye of the beholder” isfunctionally true and
can be supported through changing how the user sees walls, hears sounds, or
walks about during their day. The ability of the iPod to augment a person’s
everyday life with music has been discussed, but not the ability of VR and AR
to change the perception people have of buildings, light, and color. One could
imagine atheme that replaces all buildings with 16" century counterparts and
redraws people as of the same era complete with clothes, carts, and so forth.
More functional than themed reality, however, isthe creation of interfaces that
react based upon the cognitive or motor factors of theimmersed individual. For
instance, users with higher spatial abilitieswould prefer certain interfaces, and
peopleinbetter physical shapewould not mind fatiguing interactionsto the same
extent as, say, the stereotypical user (Wingrave, Tintner, Walker, Bowman, &
Hodges, 2004).

Recommender systems (Resnick & Varian, 1997) are currently being used to
predict music, book, and other items based upon shopping habits of the commu-
nity. In muchthesameway, it could be used to suggest certain preferences based
upon personal characteristics. For instance, when entering a new town, sugges-
tionsfor aMexican restaurant that is highly rated could be brought to the user’s
attention. Thisis not to be confused with target marketing, which is directing
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advertising towardsthe user asopposed to the former, which gathersbenevol ent
information in the environment for the user. In the scenario, Brad's room
suggested music for him to listen to in the shower, even music he normally did
not listen to but liked.

Distance Matters

Despiteall thetechnol ogical advances, therewill be somethingsthat will remain
the same. Olson and Olson (2000) discuss four different issues of distance that
will not disappear with technology: (1) common ground, context, and trust; (2)
time zones; (3) culture; and (4) interaction among factors and technology.

In common ground, they refer to thefailure of the technol ogy to place peoplein
asimilar situation so asto gain trust and promoteteamwork. They siteasituation
inwhichasnow stormin Chicago madethe Americanslatefor avideoconference
with their British counterparts and which left the British wondering where the
Americans were.

Time zones will never disappear and will lead to problems with people being
unableto communicatedueto oneor the other being asleep. Inour example, Brad
was sleeping while his French counterparts were working and needed his help.
Technology will, however, increasetheability to beaware of peoplebeing asleep
and notified of possible times to remotely converse. Even new methods of
managing sleep, in some cases through drugs, are being devel oped to affect the
amount of sleep required by humanswhich could give people more control over
their rest periods (Fleming-Michael, 2003).

Culturewill alwaysbeaproblem for people misinterpreting actions, and thiswill
not change in the future, possibly becoming more of a problem as technology
allowsdecidedly different culturesto comeinto closer contact. Peoplewill have
to grow tolerant to deal with the closeness of those different than themselvesin
the future. Additionally, the technology itself might alleviate parts of the
differences, such as style of dress or different speech turn-taking behavior, by
virtually modifying people’ sattireor inserting and removing pausesintheaudio
communication of the participants.

These issues will become larger in the future as the melting pot technologies
break down distance, physically and culturally. Technology can hel p solve some
of theresulting problems, but asalways, the technology isonly atool that social
conventionswill form around, and some social conventions cannot change. For
the workday, there are many scenarios of how people might adapt to globaliza-
tion. Effectivebut unlikely scenariosarethe breakdown of the standard workday
for people working around theworld so asto increasetimewhere all officescan
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be awake. Another would be the adoption of a world time to reduce the
difficultiesinscheduling.

VR anditsrelated technologieswill be along time coming before they can fully
simulate the human-human interaction of having a beer with a coworker or
playing around of golf, typical relaxed settings of the western work experience
where people build trust and talk candidly. Someday however, it might be able
to simulate this or perform some other task that performsthe samefunctionality
inside VR.

Conclusions

Inthischapter, wehavelooked at two methods of understanding thetechnol ogies
that aregoingto berelevant tothefutureof VR and the social implications of that
future. The first method, that of looking at existing technologies, helps give an
understanding of what is currently happening and what we might expect in the
near future. The second method, that of understanding the drives of humans and
then deciding which advanceswill impact thosedrives, should helpto explainthe
long-term directionsof thevirtual reality melting pot; several technol ogieswere
named and discussed. Lastly, the possible impacts on humans due to the
proposed changes were discussed.
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Endnotes

‘ As per the meaning of defense or justification, not an expression of regret
or asking for pardon.

i SomeAR displaysoperate by placing AR imagery into avideo feed that is
then presented in an HMD, which is very much like aVR HMD.

' AniPodisadigital music player created by Apple Computer Inc.

v Eventhisapproach hasitslimitations, however, asnew technol ogiescan be
discovered that create drives that were not previously envisioned.

v An example comes from the early days of the Web, when search engines
were easily fooled by repeating keywords multiple times to increase the
likelihood of that page being associated with a concept.

Vi A bosskey quickly pauses a game and reverts to awork screen to make it
look asif work is being done when the boss enters an office.
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Chapter |11

A M ethodol ogy of
Designfor Virtual
Environments

Clive Fencott
University of Teesside, UK

Abstract

This chapter undertakes a methodological study of virtual environments
(VEs), a specific subset of interactive systems. It takes as a central theme the
tension between the engineering and aesthetic notions of VE design. First
of all method is defined in terms of underlying model, language, process
model, and heuristics. The underlying model is characterized as an
integration of Interaction Machines and Semiotics with the intention to
make the design tension work to the designer’s benefit rather than trying
to eliminate it. The language is then developed as a juxtaposition of UML
and the integration of a range of semiotics-based theories. This leads to a
discussion of a process model and the activities that comprise it. The
intention throughout is not to build a particular VE design method, but to
investigate the methodological concerns and constraints such a method
should address.
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| ntroduction and Problem Statement

Interactive systems (1Ss) are becoming ubiquitousto the extent that thereisthe
very real possibility of their disappearing altogether, at | east inthe sense of users’
perceptions of them as entities worthy of conscious identification. This very
ubiquity will largely be the result of effective design, which results in ISs
becoming so embedded in our everyday livesthat we usethem without conscious
thought. We can draw an analogy here with the electric motor, which pervades
almost all everyday technologies and yet is hardly ever noticed. In the early
twentieth century, it was possibleto buy electric motorsfor thehomealong with
avariety of attachmentsfor food preparation, hair drying, vacuum cleaning, and
so on. Today we buy specialized gadgets, many of which contain electric motors
that golargely unnoticed by us. Eventhe mobile phone contai nsan el ectric motor
that is weighted to spin off-centre in order to create the vibrations that can
silently signify anincoming call.

Will thisever bethe casewith I SS? Will they ever be so effectively designed that
they cease to attract conscious attention in their final ubiquity? Certainly, the
theory of design for I1Ss is still in its infancy; hence the need for the present
volume.

Before considering their design, we first need to make clear what we mean by
I Ss. Many systemsare interactive but outside the remit of thisbook. Motor cars,
power drills, electric kettles, and so on areall interactive systemsthat will not be
the subject of this chapter. By |Ss we surely mean interactive digital systems
(IDSs) that make use of digital representations and operations on these in order
toeffectively performtheir allotted tasks. | DSswill thereforeidentify everything
from ATMsand remote controlled TV teletext systemsto PC and game console
applications to onboard computers in cars and fly-by-wire aircraft.

An interesting subset of IDSs are interactive digital environments (IDEs) by
which we mean an IDS that creates alarge-scale digital environment that takes
time and effort to explore and otherwise interact with. Examples of IDEs are
videogamesand virtual environments(V ES) ingeneral, computer-based |earning
applications, andlarge-scalesitesontheWorld WideWeb. Theseareinteresting
because the scale and complexity of their content demands that their effective
design transcend established user interfacetechniques. Indeed, for VEsthevery
term design is a problem because it has to be interpreted in two quite distinct
ways. First of all thereisthe notion of designing something to createthe desired
perceptual and aesthetic responses. essential for computer games. Secondly,
thereisthe engineering notion of design asthe creation of plansand modelsfrom
which to test and build the desired artefact and ensure its correct functioning.
Both forms of design are of equal importance to the design of effective VEs. It
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is the tension between these two notions of design and the resolution of this
‘design tension’ that is the central problem addressed in this chapter.

The need to resolve or at least alleviate this tension |eads to a consideration of
methods for VE design. It is assumed by some that the design of effective VEs
will necessitate a development methodology akin to those used (or not) by
software engineers. This is not necessarily the case. A craft-based approach
based on the application of good practi ce—perhapsacquired through someform
of apprenticeship—might do equally well. The computer gamesindustry seems
to prosper on just such an approach. The approach taken in this chapter is that
an appropriateform of development methodology for VEsisviable, but that that
methodol ogy needsto accommodate—and certainly not stifle—thecreativeflair
that is at the heart of aesthetic design of such large and complex systems.

This chapter therefore concerns itself with the investigation of what form an
appropriate design methodology for VEs would take and the obstacles to
establishing such amethodology. It isthus primarily concerned with amethod-
ology of design—in other words, the meta-study of VE design methods rather
than the outline of aparticular method, although thisis an obvious objective.

This chapter first undertakes an overview of the meaning of the various terms
involved in the discussion: method, methodology, model, and language, among
others. It then goes on to discuss the particular form an ‘underlying model’ for
aV E method would haveto take. Following thistheissue of theform alanguage
for expressing VE design decisions might take with regard to the underlying
model put forward in the third section isaddressed. The chapter then goeson to
establish aprocess model for VE design and the ‘ practice of methodology’ it to
alarge extent determines. It finally attemptsto addressfuturetrendsin thefield
and is followed by a short conclusion to the issues raised.

Terminology

A methodology of design for VEs concernsitself with the study of methodsfor
thedesign of VES; in other words, the nature, definition, and application of such
methods. This notion of methodology, while being quite correct, is at variance
with arelated but somewhat different notion that commonly views a methodol -
ogy as aconfigurable method. In this chapter we use the approach of the former
in order reach some conclusions with respect to achieving the latter.

If we are considering the study of methods for VE design, what do we mean by
method in the first place? In software engineering the concepts of method and
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model are commonly understood, although the formality with which they are
defined and applied varies considerably.

With respect to the question posed above, wewill adopt the definition of Kronlof
(1993) who defined a method as consisting of the following:

*  Anunderlyingmodel
e A language

e A process model

. Heuristics

Fencott et al. (1994) discuss these terms in the context of investigating the
integration of structured and formal methodsfor software engineering. M ethods
integration will also be at the heart of the investigations of this chapter. Before
using this characterization of method to address VE design, we will discussthe
concept of model in somedetail asit appearstwice abovein seemingly different
contexts.

M odel shavebeen at the heart of much of human understanding and enquiry from
very ancient times. Cultures very often attempt to explain the world and human
beings’ place in it by means of complex mythologies. Such mythologies are
essentially abstractions—etiol ogical fables(Carruthers, 1998)—that all ow com-
plex and inexplicable phenomenato be understood in terms of amore accessible
set of characters and stories set around them. Very often the underlying
explanation of phenomena will map onto supernatural beings and phenomena
which thus replace unfathomabl e cause with commonly held narrative.

With time, more rigorous forms of modelling were invented. The ancient
M esopotamians devel oped sophi sticated mathemati cs asatechnique for model -
ling trade involving large numbers of items and customers (Davis & Hersh,
1983). This early theory of mathematics was thus being used to build abstract
models of trade and stock control. The ancient Greeks and following them the
Arabic world continued to develop models—mathematical and otherwise—for
avariety of phenomenaranging from cosmology to music and poetry. M eter and
rhyming schemesfor poetry, for example, aremodel sthat facilitatethe construc-
tion of new poemswithin established forms. Thisleads us naturally to ask what
we mean by the term model, and how and why models are so generally useful ?

The Concise Oxford dictionary variously describesamodel as“arepresentation
of structure”; “asummary, epitome, or abstract” ; and “ something that accurately
resembles something else.” Formal logic uses the term model to mean the
system of rules by which meaning is mapped onto the syntactic constructions
expressed within a particular logic. It isthus possible for a model to be highly
formal—that is, expressed in mathematics—or highly informal, but not presum-
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ably both. Scientific models may be more pragmatic in that they are related to
some aspect of reality by means of observational data, whichin turn causes the
hypothesis upon which the model is constructed to bereformulated and so on. In
other wordsthey areempirical rather than strictly formal and thussit somewhere
between the extremes of the formal-informal axis.

As already mooted with respect to etiological fables, models may be quite
instrumental in the sense that the application of the model as an analysis
technique—and the results obtained therein—may be more important than the
degree to which the model accurately reflects reality; psychoanalysis is an
obvious example. Semiotics (Chandler, 2002) is perhaps another case in point
because it has never been ascertained whether or not signs as defined by
semioticians actually represent structures or functions within the human brain.
There is some evidence to support this (e.g., Damasio, 1994). Nonetheless,
semiotic analysisof communi cations artef acts—textsto semioticians—isavery
valuableand general techniquefor gai ninginsightsinto theway inwhich humans
communicate and make meaning using awhol erange of media. Semioticsisvery
important to this chapter.

With respect to Kronlof’ s characterization of method, we can see that the term
model is used in two rather different ways:

1.  An ‘underlying model’ is a semantic structure to which terms of the
language of the method are mapped in order to assign meaning to them.

2. A‘processmodel’ isan abstract representation of the activitiesundertaken
as part of the model along an expression of their ordering.

Thefirst use of theterm model given aboveisaformal notion, whilethe second
isthemoreintuitive notion of an abstraction of some more complex system, both
discussed in our aside above. If we were to take the language and its underlying
model together, wewould arriveat the second form of model whichisessentially
a notation for simplifying and elucidating a more complex system. But what
language and underlying model are we to use for VE design? The role of the
former isto facilitate the creation and expression of design decisions. Therole
of thelatter islessobvious, but itsnature hasadirect bearing onthe applicability
of the method in general. The two parts of this question are addressed in the
succeeding sections of this chapter.

The process model of a method is most often expressed as a simple diagram, a
graph where the nodes name particular activities and the arcs indicate the
relative ordering over time of these activities. The graph is thus a focused
simplification of acomplex set of activities and the relati onships between them
and their products. What process model might be suitable for VESs? Kaur (1998)
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put forward a tentative process model for VES as an ordered list of activities.
Theseactivitiesand their ordering were deduced from questionnaire datadrawn
from alimited number of V E developers. Fencott (1999b) put forward aprocess
model that was more representative of the design tensionsinherent to VEs. We
will return to the process model after the sections devoted to language and
underlyingmodel.

Heuristicsare essentially advice and guidelines on the successful application of
the model to real problems. Intermsof VE design, we can observethat there are
a lot of such heuristics around in terms of standalone advice that is almost
invariably devoid of a methodological context with respect to VES. There are
exceptionsto this, the ‘SENDA’ method of Sanchez-Seguraet al. (2003; al so,
see Chapter 4) for example.

The‘designtension’ identified above asthedriving force in the methodol ogy of
VE design has its antecedents. In the early 1990s there was a debate as to
whether formal methods or structured methods for software design were most
appropriate. The former use logic and set theory to build mathematical models
of software systems, whilethelatter use diagrams, pseudo code, and other ‘ non-
formal’ notationsto the similar ends. Integrated methods research attempted to
combine these approaches to maximize the strengths and minimize the weak-
nesses of both (Fencott et al., 1992, 1994). In this chapter we draw on the
experiences gained in the earlier research in order to address the design tension
directly.

In this section we have posed a number of questions with respect to a possible
V E desigh method:

1.  What language and underlying model are we to use for VE design?
2. What process model is appropriate for VE design?

3. What sort of heuristics do we need and are any of those extant adaptable
to the model we hypothesizein 1 and 2 above?

In this chapter we specifically deal with Questions 1 and 2. Question 3 will be
for future consideration, as it depends on the answers to Questions 1 and 2.

The Underlying M odel

Thequestion of what an underlying model might befor aV E design methodol ogy
might seem of purely theoretical interest, but attempting to answer it necessitates
aconsideration of thedesigntension highlightedinthe previoustwo sections. We

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



72 Fencott

have to find an underlying model that expresses the meaning of a VE designin
terms of both:

. Engineering: as a computer system composed of program and hardware,
understood largely by those trained in computer science and related
disciplines;

J Aesthetics: asaninteractive communications medium, understood by those
trained in the creative arts.

We appear to have confounded theissue, aswe now seem to need an underlying
model that not only addressestwo different designissues, but that isunderstood
differently by two quite different groups of professionals. Is one underlying
model possible, and who on earth is going to understand it? In fact there have
been various attempts to reconcile the two with varying degrees of success, but
it's useful for our purposes to consider them separately for the time being.

We can begin to suggest possible underlying models, bearing in the mind the
tension already identified. VEs and IDSsin general have interaction machines
(IMs) astheir underlying model (Goldin et al., 2001) in terms of computational
functionality, but we al so need amodel that operatesat the perceptual, meaning-
making level. Semiatics (Chandler, 2002) is highly appropriate for the latter.
Interaction Machines encompass a set of possible computational systems—
more expressive than Turing Machines—that allow for the persistence of state
and unlimited user inputsthat characteri zeinteractivemedia, IDSsin general and
VEsinparticular. Semioticsisthestudy of sign systemsand theway humansfind
meaning inthem. Thetwo might not be soincompatibleasacursory glance might
seemtosuggest. Wewill briefly consider each separately and then consider their
integration.

For much of the latter half of the twentieth century, it was the received wisdom
that Turing M achines captured the notion and limitsof what iscomputable. Inthe
1990s a number of researchers began to develop models which showed that
Turing Machines were not expressive enough to model interactive computer
systems. In fact it was shown that the simplest interactive program:

P := input (x:Boolean) ; output (x) ; P

which recursively inputs a Boolean value for x and simply outputs that same
value, cannot be programmed using any Turing Machine. That thisisso evenfor
a very simple datatype such as Boolean might be somewhat surprising. The
reason is that although each input and output is finite—a requirement for
conventional Turing Machineinput—theremight be aninfinite number of them,
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and it isimpossible to represent such an infinite set of choices on a sequential,
yet infinite tape.

Goldinetal. (2001) have shown that Turing Machines can be extended to model
interaction by defining Persistent Turing Machines (PTMs), which employ
dynamic streamsto model i nputsand outputs, and atapeto remember the current
state ready for the commencement of anew computation. PTMsare an example
of the general class of IMs.

PTMsare certainly not the only possible characterization of IMs. We could, for
instance, have used an approach based on concurrent systems in the manner of
Milner (1989). In many respects thiswould be better asit not only capturesthe
notion of VEs as IMs, but also allows us to consider them as being the
composition of anumber of embedded systems—autonomous agents and non-
playable characters, for instance. PTMs are, however, better suited as a brief
illustration of the concept for our present purposes.

Human beings ceasel essly work to find meaning in any situation they might find
themselves, in any communicationsmediathey might find themsel vesusing, and
in even mundane situations such as walking down the street or sitting on atrain
or bus. Semioticsisthe study of this meaning-making process, and signsarethe
basic unit of the theory (e.g., Eco, 1977; Barthes, 1987). The most common
characterization of signs consists of two components, a:

e Sgnifier: that which we can perceive in the world around us using any of
our senses;

e  Sgnified: themeaning(s) weforminour mindsasaresponseto perceiving
thesignified.

Communications artefacts, texts to semioticians, are made up of signs and can
be anything we humans find meaningful, for instance: novels, films, body
language and facial expressions, and VEs.

Semiotics provides us with a means of understanding the output of a VE, the
digital displays, and the signs of intervention, aswe shall call them, that the user
generates by means of theinput technology. VEsareaparticular form of IM that
attempt to restrict its users’ environments to the digital displaysit generatesin
response to user input. We thus have a partially closed system. Semiotics can
provide a means of analysing how a user might make meaning out of such a
system and thus make meaningful choices about how to interact withit. We can
thusrefer to our underlying model asaSemiotically Closed Interaction Machine
(SCIM).

Figure 1 showstherelationship between semioticsand IMs. Thetwo downward
pointing arrows represent inputs by the user, inl and in2. The horizontal, black
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Figure 1. Semiotically closed interaction machines

arrowsrepresent computation stepsthat result in the generation of new outputs,
out2 and out3. Thefuzzy, curved arrow representsthe semiotic closure between
out2 andin2; inother wordsthe cognitive processof finding meaningsinout2 and
formulating a response to them as in2. On the one hand we have the human,
meani ng-making processand on the other the non-semiotic act of usingthesigns
of interventionto createanew input to the M and thusinstigate afurther macro-
computation step. Note that thediagramisasimplification, asin VEsin general
outputs may also be produced without direct input from the user.

In SCIMs such as VEs, the semiotic link is very strong, whereas in IDSs in
general, the link may be far weaker and intermittent. There is no semiotic link
between individual customer transactionsat an ATM, for instance. Thereisalso
no recognizabl e semiotic link between acustomer inserting hisor her debit card,
the PIN input, and the amount of money requested; ATMs are not SCIMs.

Both IMs and semiotics are appropriate as achoice of an integrated, underlying
model because they do not constrain usto particular programming languages or
computational platformsontheonehand, nor particul ar modesof communication
on the other. That will be the business of the next section when we consider the
nature of alanguage suitable for expressing VE design decisions.

An integrated underlying model is not the only approach. There is a field of
enquiry called computational semiotics that has as one of its concerns the
integration of semioticsand computer science; thiscan operate at thelevel of the
underlying model or at the level of language within a methodological context
while sometimes at both. For instance, Goguen (1999) defines ‘algebraic
semiotics' as semiotics formalized using the algebraic specification language
OBJ. He has outlined the application of thisformalism to user interface design
and VE design. As another example, Doben-Henisch (1999) has attempted to
integrate semiotics with Turing Machines. The problem with the latter is that
Turing Machinesarenot expressive enough to model VEs. Theproblemwiththe
former as an underlying model for VEs is that the formalism makes use of

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of ldea Group Inc. is prohibited.



A Methodology of Design for Virtual Environments 75

difficult mathematical concepts, such as category theory, which obscure the
insightsinto the nature of V E that our integrated approach highlights—difficult,
that is, for those VE designers without a strong mathematical background.

The integrated underlying model we have adopted is avery practical one, asit
preserves the ‘design tension’ rather than allowing the engineering or the
aesthetic dimension to dominate.

The Language

We move now to the nature of languagesfor expressing VE design decisions. A
review of existing work on VE design (Fencott, 2003b) revealsthat while there
isaquantity of research and commentary on the human factors affecting design,
forinstance, thereisvery littlethat isdirectly relevant to V E content modelling,
whichisat the heart of this chapter. There are examples of the construction and
application of methods or guidelinesfor realizing certain aspects of VE design;
some of these are:

1. Variouswork onusability for VEs(e.g., Workshop on Usability Evaluation
of Virtual Environments, 1998)

2. Structured methods for VEs (e.g., Workshop on Structured Design of
Virtual Environments, 2001)

3.  Variouscommentariesfromthecomputer gamesworld (e.g., Gammasutra,
Rollings, & Adams, 2003)

4.  Semiotics of games and new media (e.g., Lindley et al., 2001)

In light of the discussion in the previous section, we can make the following
observations: 1 and 2 are insufficient to express VE design decisions because
they do not address aesthetics adequately; 3 provides some very useful insights;
4 gives us away to alleviate the inadequacies of 1 and 2.

If we continuewith theintegrated approach adopted for the underlying model in
the previous section, we need a language to express the programming (the
engineering) side of a VE and one to express its aesthetic dimension. The
standard for the former should, most likely, be some form of object-oriented
programming language and the standard methodol ogy for such languagesisthe
Unified Modelling Language (UML). In fact, Goldin, Keil, and Wegner (2001)
document the suitability of UML asalanguagefor expressing designsthat have
IMsastheir underlying model. UM L would seem agood choice of language for
this aspect of VE design.
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Aestheticsof VEshasbeen aconstant theme of this chapter, and we now discuss
them in some detail. Church calls for a set of “formal, abstract, design tools’
(FADTS) that will not only guide the design of successful games, but whichwill
also enable designers to compare and contrast computer games from diverse
genres (Church, 1999). Church’s FADTSs are perhaps better understood as an
aesthetic characterization of computer games and are:

. Intention: being able to establish goals and plan their achievement;

. Perceivable consequence: a clear reaction from the game world to the
action of the player;

J Story: the narrative thread, both designer-driven and user-driven, that
binds events together.

Other computer gamesdesignerstalk inasimilar vein: of playersneedingtofeel
in control, of maintai ning theemotional feel of agameand/or level, of providing
suitable and timely rewards for effort, and of a perceivable gross structure that
allowsplayerstoidentify what isrequired of them at thebeginning of alevel, plan
to achievethis, and understand the significance of their achievement (Saltzman,
1999). Intentions and perceivabl e consequences arethe building blocksfor this.

Brenda Laurel introduced the term ‘ narrative potential’ to capture the ideathat
VEs can offer users the possibility of building their own stories out of virtual
experiences(Laurel, 1992). Wewill adopt narrative potential rather than ‘ story’
as part of the aesthetics of VEs.

Fromthefield of mediastudies, Murray (1996) identifiesthefollowing aesthetic
characterization of interactive media as:

. Immersion: the feeling of being completely absorbed (almost literally
immersed) in the content (we will use the term presence for reasons
detailed below);

e Agency: being able to affect change in the VE;
e Transformation: being able to become someone or something else.

Lombard and Ditton (1997) define presence as the perceptual illusion of non-
mediation. This characterizes presence as the state of mind of avisitortoaVE
asnot noticing or choosi ng not to noticethat that which they are experiencing and
interacting with is artificially generated. They document the evaluation of the
embodying interface of aVE in terms of presence seen largely as the degree of
fidelity of sensory immersion. Much of the research to date into presence is
particularly concerned with the embodying interface as well as researches into
the mental state of people who are present in VEs. Immersion isthusthe degree
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to which the technology of the embodying interface mediates the stimuli to the
senses. Slater has shown that high degrees of sensory immersion heighten the
emotional involvement with aVE (Slater et al., 1999).

However, as presence is a mental state, it is therefore a direct result of
perception rather than sensation. In other words, the mental constructions that
peoplebuildfrom stimuli aremoreimportant than the stimuli themselves. Itisthe
patternsthat we, asV E constructors, build into the various cuesthat make up the
available sensory bandwidth for agiven VE that help or hinder perception and
thus presence. These patterns are the result of what is built into the VE and the
way the user behaves in response to them. The fidelity of the sensory input is
obviously a contributing factor, but by no means the most important. In the
context of theworking V E builder, being ableto identify and make effective use
of the causes of presence is more important than the nature of presence itself.
Thismeansthat it isthe effective consideration of the perceptual consequences
of what we buildinto VEsthat will giveriseto the sense of presencethat we are
looking for. In this senseit is the content of VEsthat has the greatest effect on
the generation of presence. Thus, for our purposes, content is the object of
perception.

Agency is the fundamental aesthetic pleasure of VEs and IDSs in general and
the one from which all the others derive. Agency actually equates quite nicely
to Church’s intention and perceivable consequence; agency is in part the
interplay between intention and perceivable consequence.

Transformation isimportant to many communications media. One of the great
pleasures of novelsis seeing theworld through someone else’ seyes, to view the
world through the eyes of another creature, machine, or alien being. VEs in
particular are ideally suited to this, and much of the success of 3D computer
gamesisdueto the player being able to be the hero or villain in some great and
dangerous adventure. In such games the player cannot only play an alien, but
through the real -time graphics actually see the world as the alien would see it.
It seems certain, for instance, that one of the reasons for the success of the
classic Hubble Space Telescope Virtual Training Environment (Loftin et al.,
1994) wasthat members of the ground-based flight team could actually become
astronauts for a while, and experience some of the drama and spectacle of a
space walk. To the author’ s knowledge and despite the insightful research into
the effect and effectiveness of the Hubbl e, the question “ Did you enjoy being an
astronaut for a change?’ was never asked. Yet it seems highly likely that this
was a magjor experience for the subjects.

Finally, in this brief review of aesthetics for IDSs, we must include Turkle's
(1995) observation that being present with others—sentient beings, robots,
creatures, and autonomous agentsin general—issomething that hasdrawn users
to IDSs since the earliest days of Elizaand MUDs.
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Bringing these various aesthetic viewpoints together, we can characterize the
aesthetics of VEs as:

e Agency: which itself consists of:
. Intention: being able to set goals and work towards their attainment.

. Perceivable consequence: being rewarded for one’'s mental and
virtual activity by sensing the VE change appropriately as aresult of
the actions taken.

. Narrative potential: the sense that the VE is rich enough and consistent
enough to facilitate purposive experience that will allow the user to
construct her own narrative accounts of it.

e Co-presence: being present with others.

e Transformation: temporarily becoming someone or something else as a
result of interacting with the VE.

. Presence: the perceptual illusion of non-mediation (Lombard & Ditton,
1997).

Interms of underlying theory, aesthetics are signifieds of aparticular type; they
are connotationsthat arisefrominteracting with VEs. Connotations, in semiotic
theory, are deeper levels of meaning that humans build up from the level of
denotation: the commonplace or everyday meanings of things.

On a more concrete level, Murray (1996) equates the structure of interactive
mediawith the notion of the labyrinth and asserts that this structure works best
when its complexity is somewhere between the ‘single path maze' and the
‘rhizome’ or entangled Web. Aarseth (1999) has proposed the notion of
cybertext to capture the class of texts, not just digital, which require the visitor
towork to establish their own path(s) through the possibilities offered. He calls
this class of text ergodic from the Greek words meaning work and path. So we
haveanotion of alabyrinththat requires effort to explore. Equating the structure
of VEsin general with the notion of alabyrinth of effort would seem useful, but
poses several questions. First of all, what are the actual components with which
V E designersbuild such experiential labyrinthine structure? Second, how doVE
designers structure a VE so that the visitor follows an appropriate path and,
moreover, accumulates an appropriate set of experiences so as to discover and
remember the intended purpose of the VE?

Fencott (1999a, 2003a, 2003b) draws on these various aesthetic viewsto define
amodel of VE content, Perceptual Opportunities (POs), which focuses on the
aesthetic design of the perceptual experiences over time which users are
intended to accumul ate.
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Figure 2. Perceptual opportunities
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Figure 2 characterizes the breakdown of POs in terms of:

*  Sureties: designed to deliver belief in a VE, equated with unconscious
experience (e.g., Spinney, 1998; Blackmore, 1999)

*  Surprises: designed to deliver the essential purpose of the VE
*  Shocks: perceptual bugs that undermine the first two

Surprises are further broken down into:

e Attractors: literally content that attracts attention

e Connectors: content that supports the achievement of goals
. Rewards: content that literally rewards users for effort

Attractors can be characterized intwo ways: By the way they attract attention—
they might be mysterious, awesome, active, alien, complex—collections of
attractors—and so on. They can al so be characteri zed by the basic emotionsthey
stimulate, typically fear and desire. Rewards can be information, accessto new
areas of the VE, new activities enabled, and so on. Connectors can be as simple
asrailings, footpaths, and street signs, but can al so be dynamic maps, indicators
of health, wealth, and so on. Attractors are the means by which users are led to
formintentions. The perceivable consequences of aplayer attempting to realize
anintentionleadstotheidentification of rewardswhichleadstotheidentification
of new attractors and so on. Thus agency and POs are very strongly associated.

POs can be organized into higher level structures, perceptual maps, which
characterize patternsof behaviour that usersexhibit wheninteractingwithaVE.
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A perceptual map can be made up of:

e Choice points: basically the choice between intentions stimulated by one
or more attractors.

e Challenge points: intentions that have to be satisfied.
. Routes: linear sequences of attractors.

. Retainers: mini-missionsor mini-games, tightly grouped attractor-reward
pairs, puzzles, and so forth.

The arrangement of such structures are thus arealization of Murray’s rhizome
and lead to the other aesthetic pleasures of narrative potential, co-presence,
transformation, and presence.

Inalater publication, the same author assertsthat POs, aswell asthe aesthetics
identified above, have semiotics as their underlying model (Fencott, 2003b).
Essentially, POsand in particular surprises are connotationsthat humansderive
through interacting with VEs. POs interface very closely with the aesthetic
pleasure of agency, but at a more abstract level of VE content. Figure 3
illustrates the rel ationships between POs, aesthetics, and semiotics at the level
of the language of a VE design method:

e The two arrows linking attractor and intention and perceivable conse-
guenceand reward are semiotic acts, meaning making, onthe part of people
interacting with a VE. Attractors and perceivable consequences are
signifiers, whileintentions and rewards are signifieds.

e The arrow linking reward and attractor indicates cognition, though of
course cognitionisacontinuous processand not asegment of acycleasthis
diagram would seem to suggest.

e Thearrow linking intention and perceivable consequence represents what
Tronstad (2001) calls hon-semiotic actsthat are essentially the site of the
IM, the computer-based system in the wider IDE. The term non-semiotic
is used because, while the user might draw some significations from
pressinginterface buttonsand so on, thecomputer respondsalgorithmically.

e Thearrow that runsthroughthecyclic planeof theaboverelationshipsfrom
right to left represents the development over time of the other aesthetic
properties of narrative potential, co-presence, transformation, and pres-
ence.

On the level of aesthetics and POs, we see the following. Having formed an
intention, auser will provideinput tothe VE, which will trigger the execution of
oneor more cal culations, non-semiotic actson thepart of thecomputer. Thiswill
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Figure 3. The code of interaction
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result in a change (perceivable consequence) in the various digital elements of
the VE's display which provide signifiers (rewards) to start off the whole
semioticand cognitiveprocessonceagainthroughtheidentification of attractors.

Figure 3 shows quite clearly the dependant relationship between semiotic and
non-semiotic acts, which Tronstad (2001) sees as being fundamental to interac-
tive digital experience. If we compare Figure 3 with Figure 1, we see that what
has changed isthat the arrow that represented the semiotic closure of the output
and input step in the latter has been dramatically expanded in the former; it is
almost asif it has been turned ‘inside out’. Figure 3 characterizes the ‘ code of
interaction’. In semiotics, codes are the often innate rules that allow usto make
meaning of signifiers. Interactionisacomplex process and the diagram reflects
this. Somuch so, infact, that Fencott (2004) devotesawhol e chapter tothe‘ code
of interaction. Inthe context of our present discussions, the various components
and the rel ationshi ps between them that make up the code constitute the general
aesthetic side of the language of our method.

Semioticsnot only providean underlyingmodel for POsand aesthetics, they al so
operate at thelevel of the language of amethod aswell. Ininteracting with VEs
we not only recognizethe code of interaction—connotationsspecificto VEsand
I DSsingeneral—but weal so find meaningsthat correspondtoworld of the‘ real’

outside the world of the VE. We recognize shops and cars and people and
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furniture and so on and so on. It issemioticsitself that isused as ‘ language’ in
thistype of meaning-making.

Therefore, in addressing the second question concerning the nature of the
language of aV E design method, we now need to consider how POs, aesthetics,
and semioticson the onehand and UML onthe other might work together. Inthis
respect, the central issuethat needsto be addressed concernswhat we might call
the ‘object problem’. Objects or rather object-oriented design (OOD) might
seem a very promising candidate for our language for representing VESs at the
design phase. OOD appliesat all stagesintheV E productionlifecycle, addresses
both coding and user-cantered i ssues, and hasbeen applied directly to VE design
and implementation (Mclntosh).

However, intheact of perception, peopledo not break theworld downinto nicely
programmabl e units. They group thingstogether into perceivabl e units, complex
attractors, which focus their attention. A crowd of autonomous agents—non-
playable characters (NPCs) in computer games parlance—are perceivable as a
single entity, but are unlikely to be asingle object in an OO model. Certainly a
crowd of NPCsinabusy shopping centrewithall itsshop fronts, street furniture,
paving, and so onisnot going to bean object in an OO specification for ashopping
centre. However, each of the entities that makes up the perceivable unit that is
the crowded shopping centre will have to beidentified in terms of its capacity
(or not) for interaction as abasisfor itsincorporationinto afunctioning scene
graph.

On the one hand, we have the Unified Modelling Language (UML), which
models structural, engineering aspects of a scene graph, and on the other hand,
we have POs and so on which model content at the level of perception, of
aesthetics (Fencott, 1999b, 2003b). Thereisin fact abridge, a semiotic bridge,
which links the two, and this is Andersen’s Computer Based Signs (CBSs)
(Andersen, 1997), which model interactive aspects of individual signs (objects)
inIDSsingeneral and thusV Es. Fencott (2003a) discussesthisrelationship and
its relevance to VE design.

Andersen arrives at the following classification of signsin IDSs:

. Interactive: signs that can be controlled by the user and can affect other
signs; such signs are subject to the signs of intervention.

e Actor: signsthat to alimited extent are autonomous and can affect other
signs.

e Controller: signsthat constrain other signs but do not themselves change
nor can they be affected by other signs.

e Object: signs that can be affected but cannot affect others.
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e Ghost: asignthat affects others, but only becomes apparent by its effects
onothers; asignparticular to | DSs. Essentially acontroller that signifiesits
presence solely through effect.

. Layout: non-interactive signs.

CBSs essentially constitute six distinct classes that will be used to instance all
objects in a VE implementation. The integration of the three elements of our
language of VE design can how be summarized thus:

. Each content item in the perceptual model is assigned to a CBS class.

e Other aesthetic attributes of content itemscarry over directly to UML, that
is, colour, form, and so on.

e Genera information in the perceptual model carries over to UML to
become the game engine, the visualiser.

e Other such information carries over directly to UML in terms of the
semiotic realization of the VE: mood, myths, and hyperrealities.

So the language of our V E design method is an amalgam of OO and POs and so
on—with somebridging by CBSs. Itis, infact, anintegrated method, a process,
rather than astatically characterisable relationship. In thisway we have carried
the design tension identified early in this chapter, and clarified through to the
language stage. It seems that we might be able to make this tension work for us
rather than it being a hindrance to try to do away with.

The Process M odel

The process model captures the relationship over time between the constituent
activities of a method. In a sense it captures the essence of the ‘practice of
methodology’, the choosing of how to apply amethod. As part of astudy of VE
design practice, Kaur (1998) constructs the following outline V E design meth-

odology:
1. requirementsspecification;
2. gathering of reference material from real-world objects;

3. structuringthegraphical model and, sometimes, dividing it between design-
ers;

4.  building objectsand positioning them in the VE;
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5. enhancing the environment with texture, lighting, sound, and interaction,
and optimising theenvironment.

Sheal so notesthat there might beanarrative design component missing here, but
thisisprobably because of the small scale of the VEsin the study. Certainly the
narrative aspects of 3D game design are considered as soon as the principle
subject and genre are established. Computer games are almost certainly the
major examples of VEs large enough to benefit from software engineering
practice.

With these arguments in mind, Fencott (1999b) offered a prototype design
methodol ogy for V Eswhich attemptsto resol vethetwo-sided design problemfor
IDEs by juxtaposing structural and perceptual modelling, and attempting to
empathize with current practice. The methodology is also based on practical
experiencegainedinbuilding avariety of desktop VEs, andinparticular avirtual
tourism project, aswell asteaching V E design to several hundred undergraduate
and master’s students over a number of years. Figure 4 characterizes this
suggested process model, and we now go on to revisit the original, tentative
discussions that were offered in the 1999 paper, in the light of the discussions
concerning the possible underlying model and language required for a design
method for VEs laid out above.

Interms of the design tension, the route down the left-hand side of the diagram
represents engineering design and the route down the right-hand side represents
aesthetic design. The horizontal arrows represent interactions that seek to
resolve the tension.

. Requirements modelling equates to Point 1 in Kaur's methodology
above and parallelsvery closely the software engineering concept. One of
the chief requirements is that purpose should be clearly established here.
Intermsof our integrated underlying model, wemight here conduct as‘ use
case analysis' in UML and commence the analysis of our intended VE in
terms of Barthe' snotion of myth—connotations so seemingly natural asto
be unquestioned (Barthe, 1987)—and perhaps Baudrillard’s notion of
hyperreality (Baudrillard, 1995). Both are concerned with thecultural basis
uponwhichaVE’sbelief systemwill begrounded. At thisstagewearethus
making direct use of the underlying model and the techniques associated
with it. The semiotic and software engineering viewpoints are left unre-
solved until the latter stages of structural and perceptual modelling.

e Conceptual modelling equates to Point 2 in Kaur’'s methodology and is
effectively the background research activity common to many design
projects, but in particular those with an aesthetic component. It is the
gathering of materials, taking of photographs, sketches, sound and video
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Figure 4. A process model for VE design

recordings, and so forth. It might also include the construction of mood
boards as well as potential storyboards. Thisis where the VE builder or
builders get to know theworld they haveto build. Note that theworld to be
built might have no real-world counterpart, which will of courseimpact on
the kinds of activitiesthat might be undertaken here. The artists' accounts
and the techniques employed by animators are sources of applicable
techniques (e.g., Moser, 1996). Animportant outcome of thisstagewill be
a choice of genre, to best achieve the purpose established at the require-
ments stage, with which to inform the nature of the meta-narrative
structure to be devel oped in the perceptual modelling phase.

The end of this phaseiseffectively concerned with the semiotic activity of
tranglating the decisions concerning myth and/or hyperreality—from the
requirements phase—into connotation, metaphor, and metonymy.

J Per ceptual modellingistheact of building up amodel of the nature of the
perceptual opportunities and their inter-relationships. It equates very
roughly to Point 5 in Kaur’'s methodology. It is of course modelling the
intended users’ experience of the VE. In Fencott (2003a) perceptual maps,
for instance attractor graphs, are used to build up a meta-narrative
structure of POs, analogous to the comprehensible labyrinth of Murray
(1997), which are categorized according to therolethey play inthe planned
scheme of possibleuser activity. Perceptual opportunitiesdeal not only with
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conscious experience—derived from the specifically designed infideli-
ties of Whitlock et al. (1996)—but also with unconscious experience,
sureties, which deliver belief in the VE—perceptual realism in Lombard
and Ditton (1997)—irrespective of any real-world counterpart. The exist-
ence and importance of unconscious experienceisidentified and modelled
by considering sureties.

e Structural modelling, Point 3in Kaur’ smethodology, coversavariety of
activitiesthat relateto theunderlying realization of the V E that the delivery
platform usesto construct the run-time sensory stimuli. Structural model-
ling woul d seem to commence al ongside conceptual modellingandtorunon
alongside perceptual modelling. It starts with decisions on scale, the
construction of plans, and diagrams. It draws on Andersen’s CBSs to
further decompose the perceptual map constructed in the perceptual
modelling phaseintermsof theway in which particul ar objectsimplement
grossstructureof attractorsand rewardsidentified in perceptual modelling.

Theconclusion of thestructural modelling phasewill resultin ascenegraph
diagram that lays out the code structure of the VE and its programmed
behavioural components. In terms of software engineering practice, UML
has already been identified as a candidate language here. In later stages,
object modelswould lay out theactual structure of nodesinthescenegraph
as well as class diagrams for programmed components.

. Building here relates more closely to the software engineering coding
phase that should occur after all requirements, specification, and design
activitieshave been completed. Buildingrefersto authoring usingaWIM P-
based tool, direct coding of scene graph and program codeitself,in VRML
and Java/Javascript for example, and using an APl such asWorld Tool Kit.

Wewill now consider some of the flows (arrows) in this process model, first of
all the structural-conceptual flow. The conceptual modelling stage can deliver
important high-level plansfor thelayout of theV E aswell astheprincipleentities
that will need to be present to reinforce the results of use-case-analysis, for
instance. The structural-perceptual flow delivers object denotations to do with
such attributes as appearance and sound. It will deliver object connotations
concerned with the way objects contribute to the overall purpose of the VE.
Importantly it will also—via CBSs—deliver attributes concerned with interac-
tive capabilities of objects.

Finally, we notethat we do not addressthe question of heuristicsin thischapter.
Therearetworeasons: first of all our methodistoo methodol ogical at the moment
to be ableto be supported by practical advice; secondly thereisawealth of help
and adviceon VE design and gamesdesignin particular, andit will be necessary
to investigate how it might integrate with the method under consideration.
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Future Design Methodology

It isthe author’ s suspicion that one of the foreseeable trends will be ever more
sophisticated VE authoring tools, which will mean that the explicit use of OO
techniques such as UML will be more and more hidden from the author. Much
of thetime the scene graph, whether at the level of an OO specification or at the
level of OO coded implementation, will only be availableto authorsviaspecific
views rather than as a coherent whole. More and more it will be the perceptual
modelling and the interface between this and the structural views that will be
made explicit and malleable. The process model discussed above shows the
nature of thisinterface and provides clues as to how this might be supported by
authoringtechnology.

However, interms of authoring tools, thereisaserious problem that we have not
identified nor discussed so far. Thisisthe problem of authoring agency, which
lags far behind the authoring possibilities on offer for 3D modelling, texture
mapping, shading, and rendering, to name but a few. Nothing approaching the
sophisticated tools on offer for these exists for authoring agency. Typical
examples of thisare easy to find in awide range of VE authoring tools for both
gamesand VR. Intheexcellent Unreal Editor for example, the only agencieswe
can easily implement are such concerned with opening doors, travelling in lifts
(elevators), and shooting guns. Unreal is a first-person-shooter and it has in-
built agencies typical of its genre. If an author wants to implement additional
agency, then she has to program it in Unrealscript, a Java variant.

Y et atheoretical analysisof games genreshasshown that agency isexactly what
characterizes games (Fencott, 2004). Any game design method should not only
incorporate the analysis and design of appropriate agency in its process model,
but should encourage authorstoreconsider it throughout thelifecyclefrom early
requirements analysisthrough to later modelling stages. By focusing on agency
intermsof theaesthetic pleasures of intention and perceivabl e consequence, and
intermsof the POs of attractorsand rewards, the process model doesindeed ask
thedesigner to consider agency in afundamental way that authoring toolsdo not
at present support.

In terms of underlying theory, two significant trends can be identified. The
growinginterestintheinvestigation, formalization, and application of interaction
machine theory (e.g., Goldin et al., 2001) and the emergence of semiotics and
computational semiotics as a tool to analyse and design VEs and IDSs in
general—for example the COSIGN series of conferences (COSIGN). Of
particular interest will bethe further investigation of the possibleintegration of
interaction machines and semiotics, which in effect amountsto the nature of the
interplay between empirical computer science and interactive mediaaesthetics.
Ashasalready been pointed out, thetempting approachisto formalize semiotics
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as computation (e.g., Dogen-Henisch, 1999; Goguen, 1999), but this does not
captureor investigatetheplayfully surprising relationship peoplehavewith IDSs
and IDEs in particular.

Conclusions

A little tension can be agood thing; too much can be very destructive. We need
to keep the V E design tension apparent throughout the analysis, conceptual, and
perceptual design stagesto be more or less resolved in the structural modelling
stage. It must not be allowed to tear the process apart. On the other hand an
imbalance biasing one pole of the tension or the other will result in an equally
unbalanced VE—either well engineered and boring, or fascinating but badly
made. Theauthor believesthat the design tension will manifestitself inabenign
way in a well-designed VE and that users will recognize and appreciate that
manifestation.

In effect V E design methodol ogy isencouraging usto confront and meld agreat
rift in contemporary Western culture, namely that between the arts and the
sciences. Of course, at presentitisinviting ustodothisintermsof two particular
forms of abstraction which represent thetwo sides of thedivide. That we should
confront reality through virtual reality might come asasurprise, but the concept
has been around since the early days of virtual environments and was clearly
articulated by Lauria(1997) when sheenvisioned virtual reality asa‘ metaphysi-
cal testbed'.

On aless grandiose scale, it may well be that no design method for VES ever
becomesareal practicality or if it doesisever widely adopted by the devel oper
community. Surely, however, theinvestigation of the methodol ogy of VE design
will inform us far better than we are now as to the fundamental nature of VEs
and thus be of benefit to uswhen we come to design future interactive systems.
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Abstract

The use of virtual environments (VES) is increasing rapidly, and people are
demanding easier and more credible ways to interact with these new sites.
We define VEs as a special kind of 3D virtual environment, inhabited by
avatars which represent humans in the VE, or even autonomous agents.
This kind of software was selected because of its increasing importance as
the new future trend in interactive software applications. From a software
engineering point of view, VES can be seen as a special kind of information
system, so they must be analyzed, designed, and implemented in this respect.
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Our aim is to improve software engineering’s traditional software processes
to achieve quality VEs. In this chapter, we present a framework called
SENDA, which defines a formal process model to develop VEs.

| ntroduction

With the increase of computer networks, and especially Internet, people have
felt attracted to applications like CHATs, MUDs (multi-user dungeons), and
social VEs (virtual environments). These are different generations of applica-
tions where the main idea is not only interacting with the system, but also
interacting with other users connected through these networksin different parts
of the world.

Today, virtual environments are being used in many fields: social, finance,
commerce, banking, information system sciences, communication, CSCWs
(computer supported collaborativeworlds), education, entertainment and | eisure,
medicine, architecture, and geography (CALT, 2000). Thiskind of application
also seems to be the future of interactive programming (Berenguer, 1997) and
can be used especially to demonstrate situations at risk.

We are going to focus on the most recent VEs based on 3D graphics and
inhabited by Avatars and autonomous agents. These types of applications are
called VEs, the acronym for virtual environments. They are also referred to
as multi-user virtual worlds (Damer, 1997), but in essence, they are the
same.

Inthe earlier VEsthe following technological problems were solved:
. Multi-user communication

e Graphic representation

. Real -timecommunication

Much of the research done in the inhabited virtual environments field has
focused on computer graphics rendering technol ogies and communication pro-
tocols.

Nowadays, a large number of VES' technical problems have been solved.
Therefore, our next goal isto providethese V Eswith enough support to develop
these environments. However, it is difficult to find reports on the process that
must be followed to develop VEs. Thismay be dueto insufficient experiencein
thisfield. We can say that VE development methods and processes are in their
infancy. At the moment, the development of VEs is not following a mature
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process, so it ishecessary to provide this development with Software Engineer-
ing Paradigms, Principles, and Procedures.

However, technology isnot themost importantissuein VEs. Eveninthefirst VE
called Habitat, which was bi-dimensional, some interesting conclusions were
reached.

“The essential lesson that we have learnt from our experience
with Habitat, is that cyberspace is defined more by the interaction
among the players within it than by the technology with which it
is implemented.” (Morningstar & Farmer, 1990)

Nowadays, the implementation process of VEsiswell known but informal. In
fact, good and useful results can sometimes be achieved with amodest outlay of
hardware and resources. The problem comes from the very expensive construc-
tions (Venus, 1999) derived from following the informal process.

Therefore, the need for amore formal processisevident. This chapter presents
the formal approach to VE development under the SENDA framework, devel-
oped to improve the quality of VE developments. In “Background” we present
the up-to-date approaches to VES' formal development, the weaknesses of the
traditional software engineering disciplineto develop VESs, and how toimprove
the existing deficiencies. The section “SENDA: Development Framework
Proposed,” describes SENDA framework, and the remainder of the chapter
describes conclusions and future lines of work respectively.

Backgr ound

Sincetheidentification of the“ Software Crisis” in the 1960s, many institutions
have dedicated their efforts to defining standards, process models, and so forth
formally for software development (Moore, 1998).

The Software Engineering Research Community is not the only one interested
in this area. The need to define new techniques inspired by the Software
Engineering disciplineiswidely knownto scientific bodiesrelated to HCI (human
computer interaction). (Brown, 1999). Outside the software engineering disci-
pline, someresearcherslike Fencott (1999) and Kaur (1998) fromthe HCI field
have already dealt with the problem of developing VEs from a usability of
software point of view.

Within the software engineering discipline, Larijani (1994) said that the object-
oriented paradigm was the one which best fit VEs development.
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From the study of the object-oriented methodol ogies used to develop VEs, we
can conclude that:

1.  Agreat number of deficienciesarenot strictly related to the object-oriented
(O0) methodologies. As methodologies are instances of process models,
these are deficiencies of process models and not of development method-
ologies.

2. The processes with deficiencies are: estimation, analysis, design, imple-
mentation, scheduling, and verification.

In order to correct the process model deficiencies, |SO 12207 (1SO, 1995) and
IEEE 1074 (IEEE, 1991) process models, pillars of Software Engineering, were
tailored to VE development. It must be noted that the modifications of these
processes are valid for both structured and OO paradigms. The undefined
activities of VE development were proposed and integrated in the OO method-
ologies.

Although all the processes can be used asthey are defined in the process model,
we have chosen only those that required special treatment or new techniquesto
build a VE system.

SENDA improvestraditional software engineering process modelsby providing
new processesand techniques, improving existing processes and techniques, and
using techniquesprovided by different disciplines. SENDA isdescribed in detail
in Sanchez-Segura (2001) and comprises 10 processes and 36 tasks as seen in
Figure 1. Each task is described through its input products, corresponding
outputs, techniques, and the participants.

SENDA:
Development Framewor k Proposed

Although the SENDA framework specifies processes and tasks that cover the
whole development lifecycle, in this chapter we focus on a short description of
the analysis, design, and implementation processes and all their tasks and
interrelationships. The traditional VE design process was divided into four
processes, namely, 3D design, multimedia elements design, components
internal architecture design, and system design, and the implementation
process into two: components support implementation and core implementa-
tion (see Figure 1). The reason for this splitting is the relationship among the
tasks located in each process. Management processes proposed in SENDA are
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Figure 1. SENDA processes and tasks
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not the focus of this chapter, but these processes are described in greater detail
in Sdnchez-Segura (2004).

The symbol notation used to represent tasksand therel ationship among them can
be found in Kruchten (1999) and “Process Acronym plus Task Acronym” has
been used to name tasks.

The acronyms of the processes we describe in this chapter are:
e A: Analysis Process

e 3DD: 3D Design Process

. MD: Multimedia Design Process

e SD: System Design Process

e CIAD: Components Internal Architecture Design Process
e SCI: Support Components I mplementation Process

e CI: Core Implementation Process

Analysis Process

The analysis processis one of thetraditional processesthat has been improved,
providing some new tasks and techniques. A summary of the analysis process
appearsin Table 1; proposed elements appear in italics.

Many researchers suggest that the analysis phase must take into account a
requirements specification task, which must gather only the system features and
not how the system performs (Davis, 1993). Like Sommerville (1997), we think
that although thisideais very attractive, it is not very useful in practice.

The first task to carry out in the analysis process is pre-conceptualization,
which allows the identification of the set of tasks to be developed. To achieve
this, Questionnaire 1 must be completed, as the answers in this questionnaire
allow the project manager to know the SENDA tasks to be devel oped.

Once the pre-conceptualization task is finished, the conceptualization task
must be developed in order to obtain the “conceptualization document” that
contains “use cases’ and “use concepts.” Use cases are taken from the Unified
Modeling Language standard. We propose a new term, “ use concept,” not yet
defined, as a tool to describe the system functionalities not triggered by an
external author. Each use concept is defined by a brief description of the
functionality, whichwill not bedemanded directly by theuser, andthefollowing
threefields:

. Purpose: Use concept’s main goal.
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Table 1. Analysis process

Lo Specific Requirements
Pre-conceptualization ASR Sgeci ﬁcaﬁoi
A-PC
/ A-SM ) Static Modeling
-
A > 3DD-DA,3DD-ED,  §
3DD-AD, MD-MD,
Conceptualization MD-DA \ X
L A-DM ) Dynamic Modeling
TASK
TASK NAME ACRONYM TASK DESCRIPTION
Input Contract definition
Pre- Artifacts | Output | Selected tasks to be developed according to the kind of
Conceptualization A-PC VEsto be developed
Techniques Interviews with the clients
Participants System analyst
- . Input Problem definition
gp&|f Ic Artifacts Output | Specific reguirements document
equirements A-SR - - - >
Specification Tecljm ques Alternatives study_, interviews
Participants System analyst, client, user
Input Selected tasks to be developed, output of A-PC
Artifacts | Output | Problem definition, acronyms, abbreviations, initial list
Conceptualization | A-C of requirements, use cases and use concepts classified
Techniques Use cases, use concepts
Participants System analyst, client, user
Input Conceptualization document, outputs of 3D Design
Arti tasks, outputs of multimedia design process
rtifacts - — 2
Static Modeling A-SM Output | Classes model; amplified classification of use cases and
use concepts table
Techniques Structural diagram
Participants System analyst
Artifacts Input Conceptualizati on document, classes model
) Output | Dynamic model
a%'ézm'nc A-DM Techni UML sequence diagrams, scenarios, operational
'ng echniques contracts
Participants System analyst

Working Mode: How the use concept is going to be used.

Dynamic: The use frequency.

Table2illustrates use concept, which representsthe functionality to prevent the
avatar from colliding with an obstacle in its path.

Table 2. Use concept example

Use concept name: The avatar must not
collide with the walls.

Purpose: To prevent the avatar from going through
thewalls so the environment is more credible.
Working mode: When an avater arrivesat awall, it
isnot alowed to go through the wall and the avatar
must stop.

Dynamic: Each time the avatar is near awall.

Use concept code: Concept(7)
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Questionnaire 1. Pre-conceptualization questionnaire

IsVE only for guided tours
without any type of interaction?

Yes No

] L . A .
If Yes, ignore the Interna Characteristics of the VE components in the Design
process; the ICS-IMCI and ICS-IMP tasks of the Implementation of Components and
Support process; and the IMP-IMCL task of the Principal Module Implementation
process.

Will VE be networked?

Yes No

(1 0
If No, delete the IMP-ISRE task of the Implementation of the Principa Module
process.

Will VE use virtuad reality
mechanisms?

Yes No

U
If No, delete the ICS-SDRYV task in the Implementation of Support Components
process and the IMP-ISRV task in the Implementation of the Principal Module
process.

Will VE be used for teaching?

Yes No

0 O
If Yes, atutor module should be considered in the general architecture of VE.

Will VE be used to develop socia
relations?

Yes No

[]
If No, the DAI-SMCI task should be deleted from the Internal Characteristics of
Components Design process of the VE. If Yes, the need to include a personality
module or asociad module in the VE should be considered.

Will the VE have 3D eements?

Yes No

0
If No, the 3D Design and the ICS-S3D, ICS- AR3D, ICS-IA3D, ICS-IVE tasks of the
Implementation of Support Components, and the IMP-1O3D tasks can be deleted.
Remember that the part corresponding to loading the 3D elements of the VE should
not be executed.

Will the VE have multimedia
elements?

Yes No

] 0O
If No, the Multimedia Elements Design, and the ICS-SEM, ICS-AREM, ICS-|IEM
tasks of the Implementation of Support Components can be eliminated. Remember
that the part corresponding to the insertion of multimedia elements of the IMP-1O3D
task should not be executed.

Will the VE have avatars guided
by agents?

Yes No

(10

If Yes, the avatars should be modeled to be controlled by agents, that is, they should
be automatically controlled by an interface within the system. Therefore, the
formalism of Use Concepts to define some of the requirements of the
Conceptualization task should be used.

Will the VE control the
personality model of the avatar
partially or totally?

Yes No

0

If No, the DAI-SMCI task of the architecture of the Interna Components Design
process, and the ICS-IMCI task of the Implementation of Support Components
process can be deleted.

Will the VE partialy or totally
control the reasoning model of
the avatar?

Yes No

O U

If No, the DAI-DMR task of the architecture of the Internal Components Design
process can be deleted.

Will the VE totally or partially
control the model perception of
the avatar?

Yes No

O U

If No, the DAI-IMP task of the architecture of the Internal Components Design
process architecture of the Internal Components Design process and the ICS-IMP task
of the Implementation of Support Components should be deleted.
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As VEs are constantly evolving, the type of virtual reality mechanism, the
development software, the hardware, and so forth had to be chosen as soon as
possiblein order to test the compatibility of these elementswhich influence the
rest of the development processes. We proposed the specific requirements task
to list the VES' specific decisions that were taken regarding virtual reality
devices, compatibility between software and devices, and so forth.

We propose a set of categoriesto classify use cases and use concepts according
to their special characteristics such as perception, reasoning, animation, and
visualization. So, each one of these categories could be dealt with in the
componentsinternal architecture design process. These categoriesare: connec-
tion to the VE, virtual reality devices interface, animation, perception, VE
evolution, reasoning and decision, communication with other connected users,
and scene visualization. Using this classification, it iseasy to trace the require-
ments into use concepts and use cases and, for instance, if acategory is empty,
the analyst can ask the client to verify that the category isreally empty, and if
the requirements were not properly extracted, to take this opportunity to define
them.

Static and dynamic modeling have been taken from object-oriented methodol o-
gies, relating them to the rest of SENDA tasks.

Design Pr ocesses

Due to the features of VEs developments, the traditionally known “Design
Process’ has been subdivided into four processes. 3D design process, multime-
diadesign process, componentsinternal architecture design process, and design
process. In the following subsections these processes are presented in detail. In
design processes, two main kinds of roles are involved: system and graphic
designers.

e System Designer: Typically assigned to define “how” the application is.
By this, we mean the person who definesthe control of thesystemfollowing
the system analyst’s definition of “what.” In VEs, the system designer is
also the person who guides the graphic designer because of his or her
knowledge of the application to be developed. The system designer must
also have a basic knowledge of graphic design.

e GraphicDesigner: Hisor her job inthe design processis feedback, view
maps, environment modeling forms, and avatar modeling forms for the
system designer. After the feedback stage, graphic designers can beginthe
implementation task.
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3D Design Process

There is a set of requirements associated with VEs which are not usually
described as they are not related to the functionality of the system. The 3D
design process, anew process SENDA proposes, takes these requirementsinto
account and iscritical:

1. To describe VE aesthetic details.

2. To facilitate a common language which allows the system and model
designers to understand each other. In these cases, a natural language is
lacking dueto the different backgrounds of the system designer (computer
expert) and the model designer (graphic arts expert). As a result, it is
necessary to translate the system requirementsinto comprehensibl e speci-
fications for the model designer. For example, performance in real time
means nothing to the model designer, but providesalot of information for
the system designer.

3.  Toeaseand minimizetimeconsumed inthesupport componentsimplemen-
tation process, one of the implementation processes.

Thisprocessisclassified as design processes because the information extracted
from the proposed tasks describesin detail how the environment isand not what
the VE does. A summary of the 3D design process appearsin Table 3.

For the 3D design process, SENDA proposes the following techniques:

J Two Forms: An environment form that describes the VE, and a special
components form that describes the components in more detail. These
forms have to be completed by the system designer and validated by the
model designer.

e View Mapsto facilitate the spatial location of the VE components.

e The Hierarchical Structure of Avatarsand VE Components. The
hierarchical structure allows the design of avatars or components in any
form, whereas standards (Roehl, 1998) only allow the avatars to be
described in human form.

e A Navigational Diagram represents the links between different logical
spaces within the VE.

For details and examples of these techniques (see Sanchez-Segura, 2003). We
describe briefly the goals of the tasks included in this process:

. 3D Existing Designs Selection: This task is defined for reuse in the
design process. 3D designs developed in previous projects can be reused.
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Table 3. 3D design process

_\
A-C,A-SR —p{ 3DD-DS »| 3DD-DA
’ L/
3D Existing Designs 3D Existing Designs Adaptation
Selection
AC ASR — 7| 3PD-ED
VE 3D Design
»| 3DD-AD
Avatars 3D Design
TASK TASK
NAME ACRONYM TASK DESCRIPTION
Input | Conceptualization document, specific requirements document
3D Existing Artifacts from analysis; existing 3D designs
Designs 3DD-DS Output | Selected existing 3D designs
Selection Techniques Evaluation of previous 3D designs
Participants System designer
Input | Conceptualization document, specific requirements document
3D Existing Artifacts fror_’n analyss; existing 3D designs; selected existing 3D
Designs | 3DD-DA designs .
Adaptation _ QOutput Selected 3D de;gns
Techniques 3D design adaptation
Participants System designer
Input | All outputs from analysis that can give aesthetic VE details
Artifacts Output | VE modeling forms, view maps, bghavior tables, navigationa
VE 3D tables, e ements st_ructural hierarchi es, ltable of Qements
Desi 3DD-ED structural hierarchies, table of description of articulations
gn - - - e -
Techniques View maps, environment forms, navigational diagram
- Graphic designers, system designer, client (to provide VE
Participants aesthetic details)
Artifacts Input [ All outputs from analysis that can give aesthetic VE details
A Qutput | Hierarchica structure of avatars and VE components
vatars 3D - -
Design 3DD-ED Techniques Avatar_s and_components hlera_rchy _ .
Participants Graphlp dwgners system designer, client (to provide avatars
aesthetic details)

For instance, if we design a child’s room with the 3D design process
proposed in this chapter, it is possible to reuse this design in other virtual
environments where this room must be designed.

e 3D Existing Designs Adaptation: 3D designs selected in the above task
must be analyzed to check if these designs have to be adapted to satisfy the
specifications identified for the current project. For instance, the above
room may need another door, so the 3D design for that room must be
adapted.

e VE 3D Design: Thistask includes the definition of a set of virtual spaces
and the objectsto beincluded inthem. Wewill focus on thistask in detail .
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e Avatars 3D Design: This task includes the definition of a set of virtual
inhabitants, their appearance, and physical structure.

Multimedia Design Process

This processis classified as design process because the information extracted
through the proposed tasks describes in detail how the multimedia elements—
sound, images, animations—are and not what they do. A summary of the
multimedia design process appearsin Table 4.

. Multimedia Existing Designs Selection: In thistask, previous multime-
dia designs must be selected for the current project.

. Multimedia Existing Designs Adaptation: Selected multimedia de-
sighs must be analyzed to identify necessary adaptations or modifications.

J MultimediaDesign: Thistask includesthedefinition of aset of tools, such
as storyboards, to describe the multimedia elements. The techniques used

Table 4. Multimedia design process

A-C, A-SR, 3DD-ED, —»| MD-DS > »| MD-DA
3DD-AD _/
Multimedia Existing Multimedia Existing Designs
Designs Selection Adaptation
A-C, A-SR, 3DD-ED, —]
3DD-AD » MD-MD
Multimedia Designs
TASK
TASK NAME ACRONYM TASK DESCRIPTION
Input Conceptualization and specific requirements documents;
both are analysis process outputs; existing multimedia

Multimedia Artifacts designs; 3D environment elements specific forms;
Existing Designs MD-DS avatars forms
Selection Qutput | Existing multimedia selected designs

Techniques Evaluation of existing multimedia designs

Participants System designer

Input Selected multimedia existing designs; 3D environment

Multimedia Artifacts elements specific forms; avatars forms
Existing Designs MD-DA Output | Updated existing multimedia designs
Adaptation Techniques Adaptation of existing multimedia designs

Participants System designer

. Input Multimedia sel ected elements updated

Artifacts - - —
MultimediaDesign | MD-MD _ Output Multlmedladementsd&mnppon -

Techniques Storyboard or any other multimedia existing methods

Participants System designer
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in thistask are not indicated in this chapter because they are well defined
inthemultimediafield.

Components Internal Architecture Design Process

Thisis anew process SENDA proposes to deal with the categorization of use
cases and concepts in the analysis process. To be exact, the especially critical
categories are:

. Per ception

J Internal characteristics: personality model, mood, social models, and so
forth

. Reasoning

. Reaction: this may imply a simple modification of a variable or the
representation of a very complex VE scene.

Thisprocess managesthe above-mentioned categoriesthat must be designed for
each class. For instance, detection does not have to be designed for a particular
classif there are no perception mechanisms.

A summary of the components internal architecture design process appearsin
Tableb.

Theaim of thisprocessisto definethe actionsthat can take placewithinthe VE.
Many people are involved in this process: psychologists, sociologists, and so
forth, because a multi-disciplinary work is necessary to provide this kind of
applicationwith sufficiently interesting interactivefeaturesto givecredibility to
avatars and the rest of the VE elements.

It is very important to emphasize the relation between “components internal
architecture design” and “3D design” processes. They must be coherent.

“Conceptualization” task A-C specifies every action to be done by avatars and
therest of the elementswithinthe VE. These actionsincludethe detection of the
events that occur in the environments, how avatars feel these events, and how
these feelings are shown through the physical representation of elements. These
are all defined by the set of tasks included in this process:

e Awareness Modeling: In this task the way avatars and agents can
perceivetherest of theinhabitants and objectsin the VE is defined so that
they can react to the stimulus coming from their surroundings. Specific
techniques to achieve this task can be found in Chapter 7.

. Physical Actions Modeling: The activities that the avatars and agents
must be able to perform in the environment must be designed with respect
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Table 5. Components internal architecture design process

Awareness Modeling

A-C, A-SM, A.C —» |CIAD-PM —_

Personality Modeling

CIAD-RM

Reactions Modeling

3DD-ED, 3DD-AD —¥] CIAD-PAM

Physical Actions Modeling

TASK
TASK NAME ACRONYM TASK DESCRIPTION
Input | Conceptualization document from analysis process;
. expanded use cases and concepts classification from
Artifacts X
Awargness CIAD-AM anaJys_s process _
Modeling Output | Detection methods description
Techniques No specific technique is proposed
Participants System and graphic designer
Input Conceptualization document from analysis process;
Artifacts outputs from CIAD-AM task
Personality CIAD-PM Output | Description of internal features; internal model definition
Modeling if needed
Techniques No specific technique is proposed
Participants System designer
Input Conceptualization document from analysis process,
expanded use cases and concepts classification from
Artifacts analysis process, outputs from the VE 3D design process
Output | Elements position interpretation table; avatar position
Physical Actions CIAD-PAM interpretation table; animations table
Modeling VE physical animations description:
Techniques > VE eIemenFs_ po's_jtion interpretation table
» Avatar position interpretation table
» Animationstable
Participants System and graphic designer
. Input Outputs from CIAD.AM, CIAD-PM, and CIAD-PAM
. Artifacts — - ——
Reacti ons CIAD-RM Output [ Decision and reasoning rules definition
Modeling Techniques Definition of the reasoning model
Participants System analyst and system designer

to the avatar’s structure defined in the avatars modeling task. For
instance, Table 6 describes the action through which the visitor gets an
object.

. Personality Modeling: It isimportant to endow avatars and agents with
a personality and emotion model, and to relate the actions defined above
withtheemotions. Specifictechniquesto achievethistask will bediscussed
in Chapter 7.
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Table 6. Example of action description

Element code: visitor
Animation [Variant |Involved Position
Elements
Head Looking ahead
Shoulders | Lift
Getan Thereare | Body Lift _ _ _
object no. Arms The left arm stays at the visitor’s side while
variants the right arm reaches out to be near the object
to be cached.
Legs Immobile

Table 7. Example of decisions rules design

Rule number

Description

Rule 1

If the avatar has just entered the VE, then it must go to
the radiation protection counter, bring its target, and get
the dosimeter.

Rule 3

If the avatar is in the changing room with work clothes
on, then the avatar must go to the card reader and enter
though the turnstile.

. Reactions Modeling: This task defines the way in which VE elements
are able to react to reason and make decisions. For instance, in Table 7
there are some rules related to the performance of a system in nuclear

plants to train people to use some elementsin their daily work.

System Design Process

Aswe have mentioned before, thetasksincluded inthisprocessarewell defined
in most obj ect-oriented methodol ogies. A summary of the system design process
appearsin Table 8.

Expanded static modeling (SD-ESM) and expanded dynamic modeling (SD-

EDM) tasks take:

*  Class diagram from “ static modeling” (A-SM) and transition diagrams
and event traces from “ dynamic modeling” (A-DM) task (both from the

analysis process).

e “Physical actions modeling” task (CIAD-PAM) to create new classes
and methods derived from the exact definition of movements, and so forth,

which is the output of CIAD-PAM.
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A-SM Expanded Static
Modeling
i
STV R TN i— EDM ) i’;ﬁ?xme
A»DM/V Expanded A"i Design
Dynamic Modelink
SD-DPD »
Data Persistence
Detailed Methods Design
Description
A-SR, A-C, 3DD-DA, 3DD-ED,
3DD-AD, MD-MD, MD-AR
Intetface Design
TASK TASK
NAME ACRONYM TASK DESCRIPTION
Input Static modeling task outputs; physical actions modeling
. task outputs; personality modeling task outputs; specific
gxa%inded SD-ESM Artifacts reqL_Ji rements specification task outputs
Modeling Output | Design classes model
Techniques Entity-relationship model
Participants System designer
Input Dynamic modeling task outputs physical actions modeling
. task outputs; personality modeling task outputs, specific
Exﬂ?ﬂid SD-EDM Artifacts requirements specification task outputs
M)(/)d dling Output | Design dynamic models
Techniques Interaction diagrams, states diagrams
Participants System designer
Input Physical actions modeling task outputs; expanded static
Detailed Artifacts modeling task outputs
Methods SD-DMD Output | Methods description in pseudo code
Description Technigques Pseudo-code
Participants System designer
Input Specific requirements specification task outputs; expanded
System Artifacts static modeling task outputs
Architecture | SD-SAD Output | Components, deployment, and packages models
Design Techniques Components, deployment, and packages models
Participants System designer
_ Input Specific requirements specification task outputs; expanded
Data Artifacts static modeling task outputs
Persistence | SD-DPD Output | Database design
Design Techniques Entity-relationship model
Participants System designer
. Input Conceptualization document
Interface SD-ID Artifacts Output | Interface design
Design Techniques No specific technique is proposed
Participants System designer, client

The static model developed in the analysis process must be expanded in the
expanded static model task, and the dynamic model developed in the analysis
process must be expanded in the expanded dynamic model task.
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Figure 2. Pseudo-code corresponding to the catch action

Catch()

ArmR=Instance from class ARM
ArmR.Move(Get)

AVATAR.Get_element(PRVIR OBJECT)

VE.Remove_element(PRVIR OBJECT)

END Cath

Figure 3. Pseudo-code corresponding to Rules 1 and 3

RULE 1

IF “ Avatar hasjust arrived in the Virtual Environment” THEN
-Go to the radiation protection counter

-Get the dosimeter

RULE 3
IF “avatar isin the changing room with clothes to work on” THEN
go to the card reader and the enter though the turnstile

System architecture design (SD-SAD) task and data persistence design (SD-
DPD) tasks take the “specific requirements document,” returned from A-SR,
where restrictions or detailsto be used in SD-SAD and SD-DPD are provided.
In the system architecture design task, the classes, from static model, are
packaged. Deployment and component diagrams, from UML, must also be
developed. In Chapter 8 some guidelinesto define specific architecturesfor VES
can be found. The data persistence design task definesthe way VE information
is managed.

In the interface design task, a prototype of the user interface must be
devel oped.

Theactionsidentified intherest of design processesare detailed in pseudo-code
in detailed methods descriptions tasks. For instance, pseudo-code in Figure 2
corresponds to the action designed in Table 6. And pseudo-code in Figure 3
corresponds to Rules 1 and 3 designed in Table 7.

Implementation Processes

Thetraditional implementation processhasbeen splitintotwo processes: support
components implementation process (SCI) and core implementation process
(CI). Thecoreimplementation process proposes an incremental development of
the VE by first creating an empty VE and adding some functionalities to each
task. Onthe other hand, the tasks under the support componentsimplementation
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process can be devel oped along with therest of processes, at specific points. We
explain both of them.

Support Components I mplementation Process

V Es have many modules or pieces. The support components implementation
process was proposed to build the VE modulesindependently. Thisis proposed
in the core implementation process, which is incremental, and allows the
progressive addition of small modules. Adjustments could thus be made to any
modul e of the system without having to modify others. Examplesof modulesare
theinterfacewiththevirtual reality device, 3D models, and multimediaelements.

Table 9. Support components implementation process (Part |)

Existing 3D Models
Selection
gggfg: SCI—MS\ »{ SCI-MA yExisting 3D Models Adaptation
3DD-ED /
- Avatars
CIAD-PAM [ SCL-AIL > Implementation
3| SCLEI > Virtual environment
Implementation
TASK
TASK NAME ACRONYM TASK DESCRIPTION
Input 3D design tasks outputs; animations description
- Artifacts table, output from physical actions modeling task
X\ngSDModels | scr-ms Output_| Existing selected 3D moddls
Technigues The ones preferred by the graphic designer
Participants Graphic designer
Input 3DD-DA task outputs; selected modelsin task SCI-
MS; avatars position interpretation table, output
Artifacts from physical actions modeling task
Existing 3D Models SCI-MA Output | Graphics files corresponding to the adapted
Adaptation implementation of the 3D avatars, and VE; 3D
exported models table; 3D exported avatars table
Techniques The ones preferred by the graphic designer
Participants Graphic designer
Input 3DD-AD task outputs; selected modelsin task SCI-
MS; avatars position interpretation table, output
Avatars Artifacts from CIAD-PAM task
Implementation SCI-Al Output | Graphics files corresponding to the implementation
of the 3D avatars; 3D avatar exported elements table
Techniques The ones preferred by the graphic designer
Participants Graphic designer
Input Outputs from task 3DD-ED
Artifacts Outputs from task CIAD-PAM
Virtual Environments SCI-El Output | Graphics files corresponding to the implementation
Implementation of the 3D VE elements, 3D exported models table
Technigues The ones preferred by the graphic designer
Participants Graphic designer
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Table 10. Support components implementation process (Part 11)

Existing Multimedia :
Elements Selection A-SR | SCI-SDI Virtual Reality Software Device
- Lo Implementation
5 s ultimedia Eleme:
xg_ﬁ% SCI-MES\ SCI-MEA > i};ﬂ:;%jé\;[) Itim Elements
/ CIAD-PM —»| SCI-PMI > Pessonality Model Implementation
Multimedia Elements
—>| SCEMEL Implementation CIAD-AM —| SCL-AMI > Awareness Model Implementation
TASK
TASK NAME ACRONYM TASK DESCRIPTION
Artifacts Input AII_ ogtputsfr_om M D-MD task
Existing Multimedia Output Existing multi med|ae|ement_s _
Elements Selection SCI-MES Techniques ;hs acftnes selected by the multimedia
Participants Multimedia expert
Input All outputs from MD-MD task;
selected modelsin SCI-MES
Artifacts Output Sound, video, image, files
Existing Multimedia SCI-MEA corresponding with the updated
Elements Adaptation multimediafiles multimediafilestable
] The ones selected by the multimedia
Techniques
expert
Participants Multimedia expert
Input All outputs from MD-MD task
Output Sound, video, image, files
Multimedia Artifacts corrgsporydmg W.Ith thg upqatepl
multimedia files; multimediafiles
Elements SCI-MEI
Implementation teble
. The ones selected by the multimedia
Techniques
expert
Participants Multimedia expert
Input Specific requirements document from
. A-SR task
Virtual Reality Artifacts Output Virtual redity device software with its
Software Device SCI-SDI corresponding interface
Implementation Techniques | mplementation techniques
Participants Prog_rammer/s virtual redlity device
provider
Artifacts Input Output from CIAD-PM task
Personality Model SCI-PMI Output Personality traits software
Implementation Techniques Implementation techniques
Participants Programmer/s
. Input Output from CIAD-AM task
Artifacts
Awareness Model SCI-AMI Output Awareness model software
Implementation Techniques | mplementation techniques
Participants Programmer/s

As soon as these modules were completed , they were added to the real system
for theclient to seethefinal VE and decideif the system met their expectations.

Inthisprocess, all thetasksrelated toimplementation, but strongly dependent on
VEfeatures, areincluded. Asaresult, all themodelsdesigned in the components
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internal architecture design process must be developed here. A summary of
the support components implementation process appearsin Tables 6 and 7.

Core Implementation Process

This process evolves from an empty to acompleted VE and includes adifferent
kind of component in each step. A summary of the coreimplementation process
appearsin Table 11.

The “ 3D and Multimedia Elements Incorporation” (CI-3DMI) task is not
always easy. For example, if the tool selected to develop the VE is based on
graphiclibraries, forinstance, WorldToolKit™ (Sense8), DirectX ™ (Microsoft),
there are three main difficulties:

e All avatar mobile pieces must be loaded independently and then the full
avatar structure must be reconstructed. This reconstruction must follow
the avatar modeling form guidelines designed in the* Avatars3D Design”
(3DD-AD) task. The same goes for any other element that must have
mobile pieces. Thismeansthat “ VE 3D Design” (3DD-ED) task products
are needed.

J Avatarsand therest of the objectswith actions associated in the SD-ESM,
SD-EDM2, and SD-DMD tasks must be endowed with their respective
methods.

. In general, all environment objects must be loaded several times because
the programmer cannot see the VE aspect until the VE is compiled and
executed (rendered).

To make the implementation process easier and to link up with the rest of
development processes, we have defined and developed atool that can extract
the design data, composed of 3DD-ED and 3DD-AD products, storedinthe“VE
design database.” This database stores the information described in 3D design
process forms and 3D design process view maps.

By following the design guidelines stored inthe“ V E design database,” thistool
will allow:

e The programmer to specify objects location. By this, we mean the (x,y,z)
position which is not alwaysincluded in the design process.

*  The reconstruction of the avatar’s hierarchy.

*  Theautomatic generation of the program linestoload objectsintheVE and
to render this one.
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Table 11. Core implementation process

SD-ESM, SD-EDM, Actions Implementation
SD-DMD
SCI-SDI Vittual Reality Devices Software Incotporation CIAD-RM f:;‘zpﬂf:z :d Awareness Software
SCI-MA, SCI-MEA, SCI-AL SCI-PML SCI-AMI
SCI-MEI’ SCL-EI ang [ultimedia Elements Incorporation .
3DD-ED, 3DD-A ’m d Mulimedia Plements ncorps o hﬁs?si; Network Incorporation
TASK
TASK NAME ACRONYM TASK DESCRIPTION
Input Specific requirements document, output from A-SR
. . task
Empty Virtual Artifacts Output | Minimum code to represent an empty VE; thiswill be
nvironment CM-EEI Version 1
mplementation Techniques Implementation techniques
Participants Programmer/s
I nput Output from SCI-SDI task
Virtyal Reality Artifacts Output |VE Versi on _2—improves yersion 1' by adding the
Devices CM-DSI communication with the virtual reality device code
Software previously developed
Incorporation Techniques |mplementation techniques
Participants Programmer/s
Input VE Version 2—outputs of 3DD-ED and 3DD-AD
3D and _ tasks; ou_tputs of_SCI-AI and SCI-EI tasks _
Multimedia Artifacts | Output | VE Version 3—improves Version 2 by adding the
Elements CM-3DMI ?r]ecc\a/slszary code to load and render all the elements of
. e
Incorporation Techniques Implementation techniques
Participants Programmer/s
Input VE Version 3—outputs from SD-DMD, SD-ESM,
and SD-EDM tasks; output from CIAD-PAM task
Actions Artifacts | Output | VE Version 4—improves VE Version 3 by adding
Implementation CM-Al the code corresponding to all the actions to be
performed by the VE elements
Techniques Implementation techniques
Participants Programmer/s
Input VE Version 4—outputs from SCI-PMI and SCI AMI
Personality and . tasks - - - -
Awareness Artifacts | Output | VE Version 5—improves VE Version 4 by adding
Software CM-PIA the softwar_e of personality model awareness model
Incorporation - and reasoni ng moddl -
Techniques Implementation techniques
Participants Programmer/s
Input VE Version 5—outputs from SD-SAD and SD-EDM
Artifacts tasks; ou_tputs from A-C and ASR tasks _ _
Network Output |VE Vers on 6—the f_mal version except thisversion
Incorporation CM-NI must bevall_dated W|t_h the client
Technigues Impl ementation techniques on Web as the ones
considered by the systems expert
Participants Programmer/s; system expert

*  Thegeneration of a“VE implementation database” with all theimplemen-
tation details added to the “VE design database.”
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There are many tools that allow programmers to build VEs visually (Caligary
True Space, etc.), but our aim is to link all the development processes
through a set of connected tools; this is not possible with the above-
mentionedtools.

Conclusions

The whole SENDA framework has been used in some developments of VESs.
From the results obtained it must be noted that the processes and techniques
proposed are powerful and flexible enough to allow for the creation of different
VEs, respecting the constraints of the application (to runin real time, etc.). A
detailed explanation of the results obtained using SENDA in different projects
can be seen in Sanchez-Segura (2003).

Therefore, although these techniques guide the graphic designer, they do not
interferewith their artistic approach to the task. Thetechniques areindependent
of theapplicationimplementation.

The proposed techniques have also proved useful to verify and validate the
graphic designer’s job after 3D models are implemented. Proposed tools and
mechanismsallow:

e communication between graphic and system designers;
e comparison between the designed and implemented 3D models;

* reuse of sub-VEs design, and even implementation between different
projects though the database designs.
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Chapter V

StepsTowarda
Design Theory for
Virtual Worlds

Joseph A. Goguen
University of California at San Diego, USA

Abstract

Virtual worlds, construed in a broad enough sense to include text-based
systems, as well as video games, new media, augmented reality, and user
interfaces of all kinds, are increasingly important in scientific research,
entertainment, communication, commerce, and art. However, we lack
scientific theories that can adequately support the design of such virtual
worlds, even in simple cases. Semiotics would seem a natural source for
such theories, but this field lacks the precision needed for engineering
applications, and also fails to addresses interaction and social issues, both
of which are crucial for applications to communication and collaboration.
This chapter suggests an approach called algebraic semiotics to help solve
these and related problems, by providing precise application-oriented
basic concepts such as sign, representation, and representation quality,
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and a calculus of representation that includes blending. This chapter also
includes some theory for narrative and metaphor, and case studies on
information visualization, proof presentation, humor, and user interaction.

I ntroduction:
M otivation, Difficulties, and Approaches

The term “virtual world” isused in many ways, but perhaps virtual worlds can
be broadly characterized as the class of media experiences that provide some
sense of immersion and closure. By immersion, which is sometimes also called
virtuality, we mean a sense of being engaged with non-physically present
entitiesthrough material mediationintheimmediatereal world, but not withthe
other aspects of the immediate real world, and by closure we mean that the
virtual world gives an appearance of relative completeness, although it may of
course be changing. A lecture, a conversation, a movie, a magazine, a formal
paper, avideo game, a user interface, can all be virtual worldsin this sense. A
major factor in creating immersion and closureisthe coherence of the world; of
course, there are many other factors, relating for example to the situation,
background, and interests of participants, but this chapter isfocused on waysto
achieve coherent representations.

Given the enormous cultural and economic importance of current media for
communication, entertainment, and art, as well as the promise of new media,
there would be many usesfor scientific theoriesthat could provide guidancefor
difficult tasks, such asthe following:

e designing new media(e.g., virtual reality environmentswith haptics);
e creating new metaphors (e.g., beyond the desktop for PCs);

*  making new hardware (such as wireless appliances) more usable;

e designing new genres (such as interactive poems); and

e supporting non-standard users (e.g., with disabilities).

Because virtual worlds are user interfaces in some broad sense, and because
user interfacedesignisawell-devel oped areaof computer science (whichisalso
known as human-computer interaction, or HCI, or sometimes CHI), thiswould
seem agood placeto look for appropriatetheory. But most HCI resultsare either
very precisebut also highly specialized and therefore not very useful (e.g., Fitt’s
law), or el sethey arevery general but of uncertainreliability and generality (e.g.,
protocol analysis, questionnaires, case studies, usability studies).
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Another plausible place to seek a theory of virtual world design would be
semiotics, asubject founded by Charles Sanders Peirce (1965) and Ferdinand de
Saussure (1976) inthelate nineteenth century. Peirce wasan American logician
concerned with problems of meaning and reference, who concluded that these
are relational rather than denotational, and who also made an influential
distinction among modesof referenceassymbolic, indexical, or iconic. Saussure,
a Swiss linguist, wanted to understand how features of language relate to
meanings, and he emphasi zed binary features and denotational meaning. More
recent thinkerslikethe Frenchliterary theorist Roland Barthes (1968) combined
and extended thesetheories, creating apowerful languagefor cultural and media
studies, whichinvariousversionshasbeen called semiotics, semiology, structur-
alism, andfinally post-structuralism. Unfortunately, thistradition:

1. Does not have the mathematical precision needed to integrate well with
engineering processes,

2. Doesnot consider representing signsin one system by signsin another, as
is needed for the study and design of interfaces;

3. Has not addressed dynamic signs, which are necessary for the study and
design of interaction;

4, Has not much considered social issues, such as arise in shared worlds;
5. Tendsto ignore the situated, embodied aspects of sign use;

6. Tends towards a Platonistic view of signs, as actual existing abstract
entities; and

7. Oftenconsidersonly single (complex) signs(e.g., anovel or afilm), rather
than systems of signs.

Therefore semiotics needs to address some significant problems before it can
meet all our needs. This chapter sketches how algebraic semiotics attempts to
bridge this gap. The theory originated in an attempt to understand data from an
early experimental study of multimedialearning (Goguen & Linde, 1984), and
was later elaborated for applications to user interface design; more complete
expositions appear in Goguen (1999a, 2003), and Goguen and Harrell (2003),
though the theory is still evolving. Here we focus more on motivation and
applications.

Thereareat | east two perspectivesthat one might taketowardsthe study of signs
and representations. pragmatic and theoretical. Thefirst isthe perspective of a
designer, who has ajob to get done, often within constraints that include cost,
time, and stylistic guidelines; we may also call this an engineering perspective,
and it will generally involve negotiating trade-offs among various values and
constraints. The second isthe perspective of ascientist who seeksto understand
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principlesof design, and isthusengaged in aprocess of constructing and testing
theories. From the second perspective, it makes sense to describe semiotic
theoriesinadetailed formal way, andtotest hypothesesby doing cal culationsand
experiments with users. But from the pragmatic perspective, it makes sense to
formalize only where this adds value to the design process, for example in
especially tricky cases, and even then, only to formalize to the minimum extent
that will get thejob done. Our experience isthat one can often get considerable
benefit from applying principles of algebraic semiotics, such asidentifying and
preserving key features of the source theory, without doing a great deal of
formalization.

From either the pragmatic or theoretical perspective, one should seek to model
semiotic theories as simply as possible, since this will simplify later tasks,
whether they areengineering design or scientific theorizing and experimentation
(not forgetting that the conceptual simplicity of a theory does not necessarily
correspond to the simplicity of its expression in any particular language).
However, from a pragmatic perspective, good representations need not be the
simplest possible, for reasons that include engineering tradeoffs, the difficulty
(andinherent ambiguity) of measuring simplicity, and social and cultural factors,
for example relating to esthetics. Similar considerations apply, though to a
notably lesser extent, to the simplicity of semiotic theories, since creating such
theoriesisitself adesigntask, subject to varioustrade-offs. It may bereassuring
to be reminded that in general there is no unique best representation.

The next two sections develop some basic theory of algebraic semiotics. Two
mai n concepts are semiotic theory and semiotic morphism, which generalizethe
conceptual spaces and conceptual mappings of Fauconnier and Turner (1998,
2002), by taking account of structure and dynamics. Some measures of quality
and design principlesaregiven, including atrade-of f between form and content.
Although similar principles can befound in many places, none seemto be either
as precise or as general as those described here. This section also discusses
metaphor and blending in natural language, and gives some basics of acalculus
of representation. A number of case studies, includinginformation visualization,
proof presentations, humor, and user interaction, are then described, and a
discussion of narrative is also given, followed by some conclusions, future
research directions, and social implicationsfor virtual worlds.

Before beginning, it may help to be clear about the philosophical orientation of
this work, because it is very common in Western culture for mathematical
formalisms to claim and be given a status beyond what is warranted. For
example, Euclid wrote, “ The laws of nature are but the mathematical thoughts
of God.” Similarly, the “situations” in the situation semantics of Barwise and
Perry, which resemble conceptual spaces (but are more sophisticated—perhaps
too sophisticated) are considered to be actually existing, ideal Platonic entities

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



120 Goguen

(Barwise & Perry, 1983). Somewhat less grandly, one might consider that
conceptual spaces are somehow directly instantiated in the brain. However, the
point of view of thischapter isthat such formalismsare constructed inthe course
of some task, with the heuristic purpose of facilitating consideration of certain
issuesin that task, which might be scientific study or engineering design. Under
this non-Platonist view, all theories are situated social entities, mathematical
theoriesno lessthan others; of course, this by no meansimpliesthat they cannot
be useful.

Algebraic Semiotics

The basic notions of algebraic semanticsare sign (or semiotic) system, semiotic
morphism, and representation quality; these are discussed in the following
subsections.

Signs and Sign Systems

The definition bel ow of sign system incorporatestheinsight of Saussure (1976)
that individual signs should not be studied inisolation, but rather as elements of
systems of related signs; of Peirce (1965) that signs may have parts, subparts,
and so forth that play different roles; and of Goguen (1999a) that sign parts have
different saliencies, depending on the roles that they play.

The structure of a sign system can be described by an algebraic theory, since
they arein particular abstract datatypes, and it iswell known that these can be
defined algebraically (Goguen & Malcolm, 1996). I n addition, signsbecomewhat
they are by virtue of attributesthat differ from those of other signs, as shown for
example by vowel systems (how the space of possible vowel soundsis divided
into specific vowelsfor agiven dialect of agivenlanguage), aswell asby traffic
signs, alphabets, and numerals. However, these attributes need not be binary, as
was supposed by Saussure and his followers in the French structuralist move-
mentincluding L evi-Straussand early Barthes. Also, thesamesigninadifferent
system can haveadifferent meaning, asillustrated by theway similar characters
in different al phabets can take different meanings, for example, in the Roman
and Cyrillic alphabets, the token “P” denotes different sounds.

We formalize! sign system as many sorted loose algebraic theories with data,
plustwo additional itemsthat are specifically semiotic:
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Definition 1: A sign system, or semiotic system or semiotic theory,
consistsof:

1. A signature, which declares sorts, subsorts, and operations (including
constructors and selectors);

A subsignature of data sorts? and data functions;

Axioms (e.g., equations) as constraints;

A level ordering on sorts, including a maximum element called top; and
A priority ordering on constructors at the same level.

o~ w DN

The non-data sorts classify signs and their parts, just asin grammar the “parts
of speech” classify sentences and their parts. There are two kinds of operation:
constructors build new signs from old signs as parts, while selector s pull out
parts from compound signs. Data sorts classify a special kind of sign that
providesvalues serving as attributes of signs. Axiomsact as constraintson what
count asallowablesignsfor thissystem. L evelsindicatethewhol e/part hierarchy
of asign, with the top sort being the level of the whole; priorities indicate the
relative significance of subsigns at agiven level; social issues play adominant
rolein determining these. The above definition follows Goguen (1999a), where
the special treatment of datasortsfoll ows Goguen and M alcolm (2000). Thefirst
four items constitute what is called an algebraic theory when all axioms are
equations(e.g., Goguen & Malcolm, 1996; Goguenet al., 1978); it can beshown
that this special case is sufficient for our needs.

The approach of Definition 1 differs from the more traditional set-based
approaches of Gentner (1983) and Carroll (1982) inthat it isaxiomatic, that is,
it does not present signs as particular models, but rather, a particular theory
expressed in aformal language describes a space of possible signs, which are
models of the theory, in the sense of that term in logic, providing concrete
interpretationsfor thethingsin thetheory: sortsareinterpreted as sets; constant
symbols are interpreted as elements; constructors are interpreted as functions,
and soforth; that is, the theory isalanguage for talking about such models. This
approach allows both multiple models and open structure, both of which are
important for applications. The first point means, for example, that a semiotic
space of books should allow anything having the structure of abook asamodel;
it also means that designers and implementers have the freedom to optimize
implementations so long asthey respect the constraints of thegiven axioms. The
second point saysthat structure can be extended and combined without violating
the specifications, whichisnot necessarily the casefor models. For example, we
might want to extend a basic sign system for books with some further structure
pertaining to acertain series of booksfrom aparticular publisher. In addition, it
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Figure 1. Levels for the book semiotic theory
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isalso morenatural totreat levelsand prioritiesin axiomatic theoriesthanin set-
based models.

For an exampl e of axioms, in formalizing indices of books, we might well want
to impose an axiom requiring that indexed items must be phrases of one, two, or
three words, but not more. In a sign system for books, the top level might be
occupied by the sort for books; the next level by author, title, publisher; and the
third level by the first and last names of authors, and by the name and location
of the publisher (see Figure 1). Here, last name has priority over first name, and
publisher namehaspriority over publisher location. Thisissimilar tothenesting
structure used in XML documents.

Thefollowing aresomefurther informal examplesof sign systems: dates; times;
bibliographies (in one or morefixed format); tables of contents(e.g., for books,
again in fixed formats); newspapers (e.g., the New York Times); and a fixed
Web site such asthe CNN homepage (in some particul ar instanceof itsgradual ly
evolving format). Notethat each of these hasalarge space of possibleinstances,
but a single fixed structure.

Thereisabasicduality between theoriesand models. Wehave already discussed
one aspect: A semiotic theory determines the class of models that satisfy it,
which we call its semiotic space.® The other aspect is more subtle: A class of
models has a unique (up to equivalence), most restrictive theory whose models
include it.# This duality helpsto justify our occasional use of the term “space”
whenwereally mean “theory”; thisismainly donefor consistency of terminol ogy
when discussing conceptual blending theory.

Fauconnier (1985) introduced mental spaces for studying meaning in natural
language from acognitive point of view. The abstract mathematical structure of
a mental space is a set of atomic elements together with a set of relation
instances among those elements (Goguen, 1999a), and as such isavery special
case of asign system. Any such representation necessarily omitsthequalitative,
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experiential aspects of what is represented (these aspects are often called
“qualia’), since formal representations cannot capture meaning in any human
sense. Moreover, mental spaces are not powerful enough for designing virtual
worlds or other applications where structure and dynamics are important;
obvious examplesinclude wikis, Web sites, and music.

The conceptual spaces of Fauconnier and Turner (1998, 2002) are mental
spaces, and hence sharetheir limitations. For example, conceptual spacetheory
can help us understand concepts about music, but semiotic spacesand structural
blending are needed for an adequate treatment of the structure of music, for
example, how amelody can be combined with asequence of chords. Conceptual
spacesaregood for talking about conceptsabout (e.g., how wetal k about) things,
but are awkward for talking about the structure of things. Itisalso interesting to
noticethat greater cultural variation can befound in conceptual blending thanin
structural blending, because the former deals with concepts about something,
whereas they latter deals with the structure of itsinstances and/or its represen-
tations. Mathematically, aconceptual spaceisasinglemodel, consisting of items
and assertions that certain relations hold of certain of those items; it is not a
theory or a class of models.

Our suggested methods for determining semiotic spaces are grounded in ideas
from sociology, especially ethnomethodology, but this chapter is not the right
place to discuss such issues (see Goguen, 1997, 1994), beyond noting that
semiosis, whichisthecreation of meaning, isalwayssituated and embodied, and
in particular always has a social context. Immersion arises in part through
embodiment (even if only metaphorical embodiment, e.g. in text-based virtual
worlds).

Representations

M appings between structures became increasingly important in twentieth cen-
tury mathematics and its applications; examplesinclude linear transformations
(and their representations as matrices), continuous maps of spaces, differen-
tiableand analytic functions, group homomorphisms, and much more. M appings
between sign systemsare only now appearing in semiotics, asuniform represen-
tationsfor signsin asource space by signsin atarget space. Sinceweformalize
sign systemsasal gebraic theorieswith additional structure, weshouldformalize
semiotic morphisms as theory morphisms; however, these must be partial,
because in general, not all of the sorts, constructors, and so forth are preserved
in real-world examples. For example, the semiotic morphism that produces an
outline from a book omits the sorts and constructors for paragraphs and
sentences, while preserving thosefor chapters, sections, and soforth. Inaddition
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to the formal structure of algebraic theories, semiotic morphisms should also
(partially) preserve the priorities and levels of the source space. The extent to
which a morphism preserves the various features of semiotic theories is
important in determining its quality, asthe case studiesto follow will show.

The design of virtual worlds, and more generally of user interfaces, isthe art of
creating representations, for example representing the functionality of an
operating system using icons, menus, buttons, and so forth, or using haptics and
virtual reality. The basic insight is that arepresentationisamappingM : S, —
S, of sign systems that preserves as much as is reasonable. The following
formalizesthisinsight:

Definition 2: A semiotic morphism M : S — S, from a semiotic system S,
to another S, consists of the following partial mappings:

1. fromsortsof S, to sorts of S, so as to preserve the subsort relations,

2. fromoperationsof S, to operationsof S, so asto preservetheir source and
target sorts,

3. fromlevelsof S sortstolevelsof S, soasto preservetheordering relation,
and

4. from priorities of S constructors to priorities of S, constructors, so as to
preservetheir ordering relations, so asto strictly preserveall dataelements
and their functions.

It isnot always possible or even desirable for a semiotic morphism to preserve
everything. For example, sometimes we just want to summarize some dataset,
such asthe table of contents of abook, in which case much of the structure and
information areintentionally deleted. Another important observationisthat not
all representations are equally desirable. For example, one way to parse the
sentence“ Timeflieslikeanarrow” inthefollowing“ bracket” (or “ bracket-with-
subscript”) notation, whichiswidely used inlinguistics, is:

[[time] [[flies] [[like] [[an], [arrow], ] .l pel el s

However, this notation is not very satisfactory for humans, who would find it
easier to discern the syntactic structure by examining a parse tree, or using the
algebraic“constructor” notationgivenlater. Somecriteriafor judging thequality
of representati onsarediscussed next inthesection, “ Quality of Representation.”

The duality between theories and models means that there is an inherent
ambiguity about thedirection of asemiotic morphism. For example, if Bisasign
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system for books and T is one for tables of contents, then books (which are
models of B) are mapped to their tables of contents, which are models of T, but
thismap on modelsisdetermined by, and isdual to, thetheory inclusion T — B,
which expressesthe fact that the structure of tables of contentsisasubstructure
of that of books. Ininformal discussionswewill oftentakethedirectionto bethat
of the models, which is perhaps moreintuitive; however, in formal discussions,
it ismuch better to use the direction of the underlying theory morphism, which
is opposite to that of the models.

There are at least three “modes’ in which one might consider representations:
analytic, synthetic, and conceptual. In the analytic mode, we are given one or
more signs from the representation (i.e., the target) space, and we seek to
reconstruct both the source space and the representation. In the synthetic
mode, we are given the source space and seek to construct a good representa-
tion for the signsin that space, using some given technol ogy (such ascommand
line, or standard GUI widgets, or virtual reality) for the target space. In the
conceptual mode, we seek to analyzethe metaphorical structure of the represen-
tation, in the style of cognitive linguistics (Turner, 1997; Fauconnier & Turner,
2002); for example, how isWindows X Plikeadesktop, or how isascrollbar like
ascroll? A treatment in this mode will involve conceptual spaces, in the sense
of cognitivelinguistics(seethesection* Metaphor and Blending”). In each mode,
particular aspects of the culturesinvolved can be very significant.

Simple Examples

This subsection gives rather informal descriptions of some simple examples of
semiotic theories and semiotic morphismsto illustrate the concepts, rather than
to demonstrate their applicability to virtual world design, since these examples
could only be considered virtual worlds in atrivial sense. The following sign
systems are considered:

1. Listsof (potential) words with punctuation, denoted S,
2. Parse trees for sentences of a formal grammar G, denoted S..
3. A printed page format, denoted S,.

Then the following are some interesting morphisms:
1. LetP:§, — S give parse trees for lists from S, that are G-sentences.
2. LetH:S — S give bracket representations of parse trees.

3. LetF:§,— S give bracket representations of lists from S, that are G-
sentences.
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Figure 2. Sorts and subsorts for S
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ThemorphismFis*“composed” from P and H, by first doing P and then doing H;
wedenotethisby P;H, where*;” denotesthe composition operation. Composing
morphisms correspond to composing representations, which is the essence of
iterative design, an important technique for any complex design task. By
Definition 2, a semiotic morphism M has four component mappings for sorts,
operations, levels, and priorities; let us denote these M, M, M,, and M,,
respectively. Then the composition M;M’ of morphisms M and M can be
defined by the formula (M;M’). = M;M’, for i=1,2,3,4.

The sign system S, for punctuated lists of words can be described roughly as
follows: Itssortsarechar, alpha,punc,puncword, alphaword,word, and
list,wherethesortsalpha andpunc aresubsortsof char,thesortsalpha,
puncwordandalphaword aresubsortsof word, andthesort word isasubsort
of 1ist. These subsort relationships are shown in Figure 2. The sorts char,
alpha, and punc are respectively for character, alphabetic character, and
punctuation character; thesortspuncword, alphaword, andword arerespec-
tively for wordsconsisting of al phabetic characterswith afinal punctuationsign,
words with all alphabetic characters, and the union of these two.

The sort 1ist is Level 1, the “top” sort of this system; word is Level 2;
alphawordandpuncwordarelLevel 3;and char,alphaandpunc arelLevel
4. The punctuation characters are comma and period (of course we could add
more). The following defines concatenation constructors for constructing alist
of alphabetic characters as a alphaword, alist alphaword followed by a
punctuationasapuncword, andalist of wordsasalist; afunctional notation
isused:

__: alpha alphaword — alphaword
_: alphaword punc — puncword

_ : word list — list
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Here the two underbars give the syntactic form of the function, which is the
concatenatation of its two arguments, which respectively have the two types
given between the colon and the arrow; the result type then comes after the
arrow. These three operations also satisfy associativity equations, such as:

(VWLL) (WL L =W(LL).

The context-free grammar G given below allows somelistsof punctuated words
to be recognized as legal sentences of that grammar; such sentences can be
parsed, which means dividing them into phrases, which are sublists, each with
its“ part of speech” (or syntactic category) explicitly given. Thegrammar G will
become the signature of the sign system S.. The non-terminals of G are s, NP,
VP, N, Det, V, PP, and P, which stand for sentence, noun phrase, verb phrase,
noun, determiner, verb, prepositional phrase, and preposition, respectively. Then
the rules of asimple example G might be the following:

S — NP VP
NP —- N
NP — Det N
VP —» V
VP — V PP
PP — P NP

The non-terminals of this grammar (i.e., the “parts of speech” s, NP, VP, etc.)
arethe sorts of the sign system S, and the rules of the grammar will becomeits
constructors. For example, thefirst rule saysthat a sentence can be constructed
from an NP and aVvP. There should also be some constants of the various sorts,
such as:

N — time
N — arrow
V — flies
Det — an
Det — the
P — like

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



128 Goguen

Figure 3. Parse tree for S
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Then, for example, a parse tree for the sentence “Time flies like an arrow” is
shown in Figure 3.

By theway, if weadd the productionsbelow to thegrammar G, then the sentence
gets another parse, a fact that the reader might enjoy checking.

NP - N N
V— like

There is a systematic way to convert context-free rules into constructor
operations in the signature of a sign system; for the above grammar G, it is as
follows, writtenin afunctional notation:

sen : NP VP — S
nnp : N — NP
np : N Det - N
vvp : V. — VP
vp : V PP — VP
pp : P NP — PP
time : - N

flies : > V
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Inthiscontext, itismoreelegant toregard N asasubsort of NP, and v asasubsort
of VP, rather than to have monadic operationsN — NP andVv — VP. Thissign
system giveswhat computer scientistscall abstract syntax for sentences; it gives
an abstract algebraic representation for syntactic structure, in which the
operations above generate a free algebra of terms that describe parses. For
example, the term that represents the syntax of our example sentence is:

sen (time, vp(flies, pp(like, np(an, arrow)))) .

Equations can be used in this algebraic setting to express constraints on
sentences, for exampl e, that the number of the subject and of theverb agree(i.e.,
both are singular or else both are plural). Each of the concrete ways to realize
abstract syntax (trees, terms, bracket notation, and lists) can be considered to
give amodel of the sign system S, providing a set of signs for each sort, and
operations on those sets which build new signs from old ones.

The sign system S, should have sorts for lines and pages, and could also have
different fonts and subscriptsin order to display the bracket notation to display
parses. We omit the details, which are not very different from those above,
except for an equation to limit the length of lines, for example to 80 characters,
such asthefollowing:

(V'L: 1ine) length(L) <80.

The morphism P : §,, — S, isvery partial, sinceit is defined on alist | if | can
be parsed using G; thus the subset of lists on which it is defined is the set of
sentences generated by G, which is usually denoted L(G). If fr(t) denotes the
frontier, or list of leaf nodes, of aparsetreet, thenfr(P(I)) = | forall | € X, which
isastrong preservation property, although it only holdson asmall subset of lists
of words. The morphism P also preserves all of the sort hierarchy in Figure 2.

We do not describe the morphism H : S, — S, in as much detail as we did the
morphismP : §,, — S,. Themorphism H isessentially apretty printer for parse
trees; it could use any of the representations we have been discussing, and it
could even just print the frontier of the parse tree, although thiswould preserve
much less structure (see the next subsection for more discussion of structure
preservation). As already mentioned, the morphismF : §, — S, isthe compo-
sition P;H; it prints the parse trees of those lists of words that can be parsed
by G.
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Quality of Representation

It is easy to define sort preserving, constructor preserving, level preserving,
content preserving (where content refers to the values of selector operations,
such assize and color), and so forth. But thisis not as useful as one might hope,
because in practice, these are often not preserved. Instead, we define the
comparative notions of more sort preserving, more level preserving, more
constructor preserving, and more content preserving (Goguen, 1999a). These
notions define orderings on morphisms, which can belogically combined to get
theright onefor agiven application (Goguen, 1999a). Thisisimportant because
givenmorphismsM,M', onemay preservemorelevels, whiletheother preserves
more content, and similarly for the other concepts. Empirical work hasvalidated
thefollowing general principles:

1. It is more important to preserve structure than content (this is called
Principle F/C).

2. Itismoreimportant to preserve level than priority.

3.  Structure and content at lower level s should be sacrificed in favor of those
at higher levels.

4. Lower level constructors should be sacrificed in favor of higher level
constructors.

Thefirst principleisperhapsthe mostimportant, and at first might seem counter-
intuitive, but many special casescanbefoundinthedesignliterature(e.g., Tufte,
1983). It asserts that when a trade-off is necessary, form should be weighted
more heavily than content; in general, the right balance between form and
content can only bedetermined after knowing how arepresentationwill actually
beused. Also, wearefortunatethat it iseasier to describe structure than content.

Theseprinciplesdo not explaineverything; for example, they do not explainwhy
the tree representation of phrase structure is better than the bracket represen-
tation, since these two representations have exactly the same structure and
content, but display them differently. In fact, the advantage of thetree represen-
tation arises from human visuo-cognitive capabilities, which prefer a more
explicit diagrammatic representation of phrases and subphrase relations as
nodes and edges, over alinear symbolic representation that requires counting
brackets. Preservation of form and content can respectively be formalized as
preservation of constructors and selectors, in the sense of abstract data type
theory (Goguen et al., 1978; Goguen & Malcolm, 1996).
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Fragments of a
Calculus of Representation

The composition of semiotic morphismshasnow been defined, and it wasshown
that this can be important for applications. It is easy to prove that this
definition of composition obeysthefollowingidentity and associativelaws, in
whichA:R—->SB:S—>TandC: T — U:

1,;B=B
A;(B;C=(A;B);C

where 1, denotes the identity morphism on S. These three laws are perhaps the
most fundamental for acal culusof representation, sincethey imply that semiotic
theories and their morphisms form what is called a*“ category” in the relatively
new branch of mathematics call ed category theory (Mac Lane, 1998). The basic
ingredients of acategory are objects, morphisms, and a composition operation
that satisfiesthe above three laws, and that is defined on two morphismsif and
only if they have matching source and target. Perhaps surprisingly, many
important mathematical concepts can be defined abstractly in the language of
category theory, without reference to how objects are represented, using only
morphismsand composition; moreover, many general |laws can be proven about
such concepts, and these automatically apply to every category.

Three of the simplest categorical concepts are isomorphism, sum, and product.
A morphism A: R — Sis an isomorphism if and only if there is another
morphism B : S— Rsuchthat A/B=1_and B;A= 1_inwhich case B iscalled
theinver seof A and denoted A%; it can be proved that theinverse of amorphism
isuniqueif it exists. The following laws can also be proved, assuming that
A: R — SandB: S— T are both isomorphisms (and no longer assuming that
B istheinverse of A).

1R-1 = 1R
(A9t = A
(A; Bt=B1; A?

Because sign systems and their morphisms form a category, these three laws
apply to representations. In the section “Some Laws’, we discuss sums of
semiotic morphisms as a special case of blends of semiotic morphisms (blends
are discussed in the next subsection), and we al so give some lawsfor blends and

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



132 Goguen

sums. The standard mathematical referencefor category theory isby Mac Lane
(1999), but Pierce (1990) isone computer science-oriented introduction, among
several others.

M etaphor _and Blending

Research in cognitive linguistics by George L akoff and others under the banner
of “conceptual metaphor theory” (CMT) has greatly deepened our understand-
ing of metaphor (Lakoff & Johnson, 1980; Lakoff, 1987), showing that many
metaphors come in families, called image schemas, that share a common
pattern. One exampleisBETTER ISUP, asin “I’'m feeling up today,” or “He's
moving up into management,” or “His goals are higher than that.” Some image
schemas, including this one, are grounded in the human body® and are called
basicimage schemas; they tend to yield the most persuasive metaphors, aswell
as to enhance the sense of immersion in virtual worlds.

Fauconnier and Turner (1998, 2002) study blending, or conceptual integra-
tion, claimingitisabasic human cognitiveoperation, invisibleand effortless, but
nonetheless fundamental and pervasive, appearing in the construction and
understanding of metaphors, as well as in many other cognitive phenomena,
including grammar and reasoning. Many simple examples are blends of two
words, suchas*“houseboat,” “jazz piano,” “roadkill,” “artificial life,” “computer
virus,” “blend space,” and “conceptual space.” To explain such phenomena,
blending theory (BT) posits that concepts come in clusters, called conceptual
spaces, which consist of certain items and certain relations that hold among
them. Such spacesarerelatively small constructs, selected onthefly from larger
domains, to meet an immediate need, such as understanding a particular phrase
or sentence.® The abstract mathematical structure of a conceptual space
consists of a set of atomic elements together with a set of relation instances
among those elements (Fauconnier, 1985). Conceptual mappings are partial
functions from the item and relation instances of one conceptual space to those
of another, and conceptual integration networks are networks of conceptual
spaces and mappings that are to be blended together.

We now describe our generalization of blending from conceptual spaces to
semiotic theories. A simple example where this generality is needed is in the
integration of awindow with its scrollbar, which is structural, not conceptual,
although conceptual aspects of this blend could also be studied; thisexampleis
discussed in considerable detail in Goguen (2003). To indicate this added
generality, we will use the terms structural blending or structural integra-
tion for the blending of semiotic systems, which in general involvesnon-trivial
constructors; but for consistency with BT, we use the phrase “ semiotic space”
instead of “semiotic theory” inthisdiscussion. The simplest form of blendisas
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Figure 4. A blend diagram

shown in Figure 4, where |, and |, are called the input spaces, B the blend
space, and G the generic space, which contains conceptual structure that is
shared by the two input spaces.” Let uscall |, |, and G together with the two
morphismsG — 1, and G — 1, aninput diagram. Thenablendoid over agiven
input diagram is a space B together with morphisms|, — B, 1, - B, and G —
B, called injections, suchthat thediagram of Figure 4 weakly commutes, inthe
sense that both compositionsG — |, - Band G — |, — B are weakly equal
to the morphism G — B, in the sense that each element in G gets mapped to the
same element in B under them, provided that both morphisms are defined oniit.®
The special case where all four spaces are conceptual spaces gives conceptual
blends. Thisdiagramis* upsidedown” fromthat used by Fauconnier and Turner,
in that our arrows go up, with the generic G on the bottom, and the blend B on
the top. Our convention is consistent with duality mentioned earlier, aswell as
with theway that such diagramsare usually drawn in mathematics, and with the
image schemaMORE ISUP (sinceBis“more”). Also, Fauconnier and Turner
do not include the map G — B. By definition, themapsG — 1, and G — |, are
total, not partial, and if the input spaces were minimal, then the maps l, =B,
— B, G — B would also be total.

Usually aninput diagram hasmany blendoids, only afew of which areinteresting.
Weak commutativity of theblend diagram, whichisincludedinthedefinition, is
a good first step, but still leaves too many possibilities. Therefore additional
principlesareneededfor identifying the most interesting possibilities, sothat we
can define a blend to be a blendoid that is optimal with respect to these
principles. Fauconnier and Turner suggest a number of “optimality principles’
that serve this purpose (see Chapter 16 of Fauconnier & Turner, 2002), but they
are too vague to be easily formalized. A tentative and difficult but precise
mathematical approachisgivenin Appendix B of Goguen and Malcolm (1996),
based onamadification of the category theoretic notion of “ pushout” (Mac Lane,
1998); this modification takes advantage of an ordering relation on morphisms,
along the lines discussed above. Theintuition isthat nothing can be added to or
subtracted from such an optimal blendoid without violating consistency or
simplicity in someway. However, there can still be more than one blend in this
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sense, as an example discussed below will make very clear. It should also be
noted that this notion of blend easily generalizes to any number of semiotic
spaces, and even to arbitrary diagrams of semiotic spaces and morphisms, for
whichtherearemany significant applications. Thus, theemphasisof Fauconnier
and Turner (2002) on blendshaving theform of Figure 4 seemsinappropriatefor
algebraic semiotics, because its major applications typically involve multiple
spaces and multiple morphisms among them.

It hasperhapsnot been sufficiently emphasizedinthe BT literaturethat blending
does not always give a unique result. For example, the following are four
different blends of conceptual spaces for “house” and “boat”:

1. houseboat;

2. boathouse;

3. amphibiousRV; and

4.  boat for moving houses.

The last may be a bit surprising, but | once saw such a boat in Oban, Scotland,
transporting prefabricated homesto a nearby island. There are also some other,
even |less obvious blends (Goguen & Harrell, 2004).

In the UCSD Meaning and Computation Lab, Fox Harrell and | have been
experimenting with ablending algorithm, which hasgenerated novel metaphors,
which in turn were used in generating poems (Goguen & Harrell, 2004) with
some success beforealive audience. The algorithm uses dynamic programming
to generate blends in approximate order of optimality, and if requested, can
generateall possibleblends, including evenvery bad ones. One surprisewasthat
there were so many blends, for example, 48 for the (small) house and boat
spaces.

The CMT view of metaphor associates aspects of one domain to another, and
describesthisassociation using amapping, of which thetarget domain concerns
what the metaphor is*“about.” Ontheother hand, BT viewsmetaphorsas* cross-
space mappings’ that arise from blending conceptual spaces extracted from the
domains involved. For example, the metaphor “my love isarose” arises from
blending conceptual spacesfor “my love” and“rose,” suchthat theidentification
of thetwo items“love” and “rose” in the blend space givesrise to a correspon-
dence between certain items in the rose space and the target love space. Such
metaphoric blends are asymmetric, in that as much as possible of the target
spaceisimported into the blend space, whereasonly key aspectsfromthe source
space, associated with elements that have been identified with elements of the
target space, are imported, for example, sweet smell and attractive color;
moreover, names from the top space take precedence over those in the source
space, so that relations in the source space become “attributed” to itemsin the
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target space. Our approach differs from orthodox BT not only in that we allow
many more kinds of structure in our spaces, but also in that we do not first
construct a minimal image in the blend space and then “project” that material
back to the target space, but instead we construct the entire picture in the blend
space. Thus it is not the case for us that, in forming the blend, elements are
preferentially omitted fromthetarget space, only to berestored upon projection,
asdescribedin Grady et al. (1999). Since CM T has been mainly concerned with
familiesof metaphorshaving ashared pattern, and BT has been more concerned
with how novel metaphors can be understood, thetwo theories are compatible and
canboth play aroleinunderstanding complex language. Thisandrelatedissuesare
discussed with many interesting details and examplesin Grady et al. (1999).

Algebraic semioticsal so goesbeyond conceptual spacesinallowingentitiesthat
have dynamic states; this is necessary for applications to the dynamic entities
that appear in user interface design and virtual worlds. Actually, two kinds of
dynamicsareinvolvedinblending: theprocessof blendingitself, and entitieswith
internal states. Whereas cognitive linguistics has so far focused mainly on the
former, algebraic semiotics is more concerned with the latter. Another differ-
encefrom BT isthat relationslike causality arerepresented asordinary relations
rather than being given a special ad hoc status.

Theconceptual spaces, mappings, and blending of cognitivelinguisticsseemwell
adapted for treating many aspects of literature, asin Turner (1997), aswell as
some recent trends in art, including (the very aptly named) conceptual art
movement, and with the conceptual aspects of worksin many other styles, which
are often designed to provoke conceptual conflicts or to force unusual concep-
tual blends. Oneimportant applicationisthe combination of musicwithlyrics, as
skillfully studied using cross-domain mappings by Zbikowski (2002). Unfortu-
nately, the framework of conceptual blending seemstoo restricted for studying
blending within music, for example, harmony, polyphony, polyrhythm, and so
forth, because musical structureisinherently hierarchical, and hence cannot be
adequately described using only atomic elements and relation instances among
them. Understanding how a particular mel ody, chord sequence, and rhythm can
work together requires attention to the component notes, phrases, chords, and
beats, as well as to their subcomponents. However, it seems that the added
generality of semiotic spaces and semiotic morphisms is adequate for such
purposes.

Some Laws

This subsection gives some further fragments of a calculus of representation
(seeGoguen, 1999a, for more detail). Here a,b,c are semiotic morphisms, and
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¢ denotes some choice of ablend that ismaximal with respect to someoptimality
criterion:

adb=boda
ad(boc)=(ba) 0c
(@a¢b) 0c=a 0 (bc)

In the following, A,B,C may be either semiotic morphisms or just semiotic
systems. Sums, denoted +, are the special case of blend where the base theory
is1, whichisthetheory having exactly oneconstant, itstop el ement, and nothing
else.

A+1=A
1+A=A
A+B=B+A

A+(B+C=zA+B)+C

It should be noted that products of models correspond to sums of theories, that
is, amodel of asum of theoriesisaproduct of models of the summand theories,
and vice versa, or even more formally, thereis an isomorphism of categories of
models:

Mod(A+B) = Mod(A) xMod(B) ,

where A, B and are semiotic theories (see Goguen, 19994, for details).

Case Studies

Thissection surveyssome case studiesapplying al gebrai c semiotics. Noting that
we havealready discussed blending and metaphor, thefollowing additional case
studies are considered:

1. Informationvisualization,
2. Proof presentation,
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3. Humor, and
4, User interaction.

Thefirst category in thislist actually contains three small case studies, and the
second can al so be considered aspecial caseof it; proof visualizationisour most
extensive case study, part of alarge project to produce a Web-based system to
support theorem proving. The study of humor is somewhat of a digression, but
itishopedthat thereader will findit amusing. Proof navigationisusedtoillustrate
how interaction istreated in algebraic semiotics, although many details are left
out, because the formal theory of dynamic signsistechnically rather complex.

Information Visualization

Visualizing complex data can help to discover, verify, and predict patterns, and
to quickly locate specific information; but it can be difficult to construct the
appropriate visualizationsfor these purposes. Because visualizations are repre-
sentations, our theory applies to them, and in particular, our quality measures
apply. The following subsections analyze three real visualization systems as
semiotic morphisms, and on that basis, suggest some improvements. We found
it convenient to use algebraic semioticsin asemi-formal style, letting theideas
and resultsguidethere-design, and introducing formal detailsonly to thedegree
that they actually help with decisions. M any aspects of these discussionsfollow
(Goguen & Harrell, 2003).

CodeVisualization

A visualization tool for code developed at ATT Bell Labs, and discussed in
Shneiderman (1997), displaysthelargegrain structure of codeby omitting details
(see Figure5). Thisisan excellent illustration of Principle F/C: commands are
indistinguishablelines, but filesand proceduresare easily distinguished, andthe
age of codeishighlighted with color (thoughit showsup asshadesof gray inthis
figure), presumably because code ageisso important for software maintenance,
which accounts for most of the cost of large software systems. Moreover, code
at the command level can be viewed in a separate window, which is activated
by “zoomingin” fromthemain overview window. However, software engineers
often need to find other specific features of code, such as:

1.  Occurrences of particular variables,
2. Certain uses procedure calls, and
3. Certain uses of pointers.
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Figure 5. A code browser
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Or consider what would be needed to work onthe 'Y 2K problem. To support this
kind of flexibility, the system should allow usersto select and highlight avariety
of features to be displayed with color, not just code age; indeed, each feature
listed above could be highlighted with a different color, because these features
are binary (i.e., they either occur or do not occur, at any given point in the
program), rather than, like age, being measured on a (nearly) continuous scale.

AFilmVisualizer

Figure 6 shows FilmFinder, a system to help consumersfind films, designed in
Ben Shneiderman’s group at the University of Maryland, as described in
Shneiderman (1998). The vertical axisindicates popularity, the horizontal axis
indicatestherelease date, and the color® indicatesthe genre; theareaon theright
side of the display isfor controlling the system. This complex sign istheimage
under an appropriate semiotic morphism of asigninaspaceof information about
films. From this, we infer that the designer of the system thought users would
consider the popularity, date, and genre to be the most important attributes of
films.

Instead of thinking of it as a consumer product, it isinteresting to think of this
system asascientific tool for displaying dataabout the movieindustry. Using it
in this way, we can see that the density of filmsincreases rapidly in the most
recent years displayed, except perhaps for those genres that are the least
popular; and we can also easily see some other facts, such as that there has
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Figure 6. FilmFinder display
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always been a higher percentage of drama, and that there are increasing
percentages of action and horror.

However, thisrepresentation isless useful than it could befor thispurpose. The
problem is again that too much content and not enough structure have been
preserved. For example, it would be better to aggregate all films having
approximately the same attributes of interest into one blob, and then display the
number of films in a blob using a distinct visual attribute, such as size or
brightness. Successive blobs of the same kind could then be connected by lines
having the same color asthe blobs. Users could click on ablob to seewhat’sin
it, preferably displayed graphically in a new popup window. These revisions
wouldfacilitate hypothesisformation, and woul d al so makethetool moreuseful
for consumers, especially when (as in the most recent years that are not
represented in the figure) there are many more films.

A Later Version

Figure 7 shows alater version (SpotFire from ivee Development in Sweden) of
the FilmFinder tool in Figure 6; the main improvement is that users have more
control over what isdisplayed and how it isdisplayed. Thisparticular display has
length and date as its axes, and again uses color for genre, although the genre
color coding schemeisnot explicitly shown; prizewinning filmsarehighlighted
by having a larger size. It is interesting to observe a clustering at around 90
minutes length. But once again, the display is difficult to use because there are
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Figure 7. SpotFire version of FilmFinder
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too many dots, even though this display cuts off at 1990! If the user is seeking
aparticular film or class of films, she will want to narrow the search focus by
imposing additional constraints, but fromthissingledisplay, itisdifficultto know
how easily that could be done. We are presumably supposed to assume that the
(possibly imaginary) user who created this display considered these particul ar
attributes the most interesting at a certain point during a sequence of displays,
constituting a search; but in fact, they do not seem especially useful for any
particular purpose.

We can also infer what the designer of this version thought would be most
important, by examining the controlsontheright of thedisplay; wecan hopethat
these were determined by polling an adequate pool of typical users. But the key
issue is how convenient these controls are for scenarios that typical users find
particularly important; most likely, those typical users are looking for a good
video to rent, rather than analyzing trends in the movie industry, and so the
controlsshouldreflect thekey actionsinvolved inthose searches, rather than just
the most important general attributes of films. It would take some experimental
work to determine these most rel evant search attributes, but we can still criticize
the design of the control console, because of its exclusive focus on simple
attributes instead of structure. And we can also criticize the fine grain control
that it givesusersover length and year, and suggest instead that soft constraints
would be more appropriate; it also seems doubtful that length is a highly
significant attributefor search. M oreover, we can critici zethedesign philosophy,
advocating instead amore social approach that relates the profile of one user to
theprofilesof other usersto select filmsthat similar usershavefoundinteresting
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(there are numerousvariations on this, such aslisting filmsthat auser’ sfriends
haveliked; Amazon hasexploited similar strategiesvery successfully). Finally,
we can note that the design ideas proposed to improve the previous version of
this system also apply to the new version.

Proof Representation and Under standing

It is well known (perhaps too well known to many unhappy students) that
understanding mathematical proofscan bevery difficult. But why isit difficult?
And how can this situation be improved? The UCSD Tatami project (Goguen
et al., 2000) aims to make proofs more interesting and even enjoyable to read,
by viewing them as representations of their underlying mathematics, so that we
can apply algebraic semiotics, including the theory of representation quality.

The Kumo system generates proof Web sites, based on user-provided sketches
in alanguage called Duck. The pages are in XML, displayed using XSL style
sheets, and can be viewed over the Web using any browser. The complex signs
that users actually see are called proofwebs, consisting of English phrases and
sentences, mathematical signs, navigation buttons, formal input and output for a
mechanical theorem prover, and so forth (Goguen et al., 2000; Goguen, 1999b).

Our view of what constitutes the underlying mathematics to be displayed is
unusual: we consider it toinclude not just the tree structure of proofs, decorated
with formal sentences and rules, asis common among computer scientists and
logicians, but al so:

1. A dramatic structure, following Aristotle (see below);

2. A narrative structure (following ideas of Labov (1972) and Linde (1981),
as briefly described below);

3. Hyperlinkstorelated material, includingtutorial sfor proof rulesused, input
and output to aformal theorem prover (if available), and motivation and
explanation for proof strategies and steps; and

4. Imageschemas(inthesenseof Lakoff & Johnson, 1980; L akoff, 1987). As
with any virtual world, image schemas can make the language more direct
and powerful, and hence easier to follow.

Aristotle (1997) said, “Dramaisconflict,” which suggests providing conflict to
add dramato proofs. Finding anon-trivial proof usually requiresexploring many
dead ends, errors, and misconceptions, some of which may be very subtle.
Therefore the process of proving can be full of disappointed hopes, unexpected
triumphs, repeated failures, and even fear and interpersonal conflict. All thisis
typically left out when proofs are written up, leaving only the map of apath that
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has been cleared through the jungle. But proofs can be made much more
interesting and understandable if some of the conflicts that motivated their
difficult stepsareintegratedintotheir structure; proof obstaclesare exactly what
is needed for drama. Of course, this must be done with care, and it should not
beoverdone, just asinagood novel or movie. Our Kumo theorem proving system
(Goguenet al., 2000) used theseideasto structurethe Web sitesthat it generates
todisplay proofs. Aristotleal so gaveother useful suggestions, including unity of
time and place, and having a beginning, middle, and end to adrama (Aristotle,
1997).

Labov (1972) showed that oral narratives of personal experience have aprecise
internal structure, whichincludesthefollowing:

1. Anoptional orientation section, which provides basic orientation infor-
mation, such as the time and place of the story, and perhaps some major
characters;

2. A sequence of narrative clauses that describe the events of the story;

3. Thenarrative presupposition, which by default assumes that the order-
ing of the narrative clauses corresponds to the temporal ordering of the
events that they describe;

4. Evaluative material integrated with the narrative clauses, which “evalu-
ates” the events, inthe sense of relating themto socially shared val ues; and
finaly

5. Anoptional closing section, which may containa“moral” or asummary for
the story.

TheabovefollowsLinde (1981, 1993), who describes devel opments subsequent
to the classic treatment of Labov (1972). Although this empirical research used
oral narratives of personal experience as data, its results apply much more
broadly (thoughingeneral lessprecisely), sincetheclassof narrativesisthecore
around which many discourse types are built.

Toaid our discussion of proofsasrepresentations, weintroduceterminol ogy for
the source and target semiotic spaces: let us call their elements abstract
proofwebs and proof displays, respectively, and perhaps also use the term
display proofweb for target signs. In addition, the term unit refers to a block
of information of the same kind in a proof display. The display proofwebs
generated by Kumo adhere to the following style guidelines, called the tatami
conventions (Goguen et al., 2000). The first eight are justified mainly by
narratology:

1. Homepages are provided for every major proof part; homepages intro-
duce and motivate the problem to be solved and the approach taken to the
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Figure 8. A typical tatami homepage and proof page
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solution for that part, and correspond to the orientation sectionsof Labov’s
narrative structure; they may contain graphics, applets, and of coursetext.
Homepages appear in the same window astheir tatami pages (see the next
item) because they are part of the same narrative flow (see Figure 8).

Tatami pages, also called proof pages, are the basic constituents of
display proofwebs; they are XML pages contai ning one or more proof units,
with itsinferencerule applications, interleaved with one or more explana-
tion units. Thisintegration followstheinterleaving of narrative and eval u-
ative material in Labov’s theory. Limiting the number of non-automatic
proof stepson tatami pagesto approximately sevenisjustified by theclassic
work of Miller (1956) on limitations of human cognitive capacity; this
limitation also makesit feasibleto placeboth proof and explanation unitson
the same proof page (see Figure 8).

The explanation units of tatami pages are prover-supplied informal
discussions of proof concepts, strategies, obstacles, and so forth. They
correspond to the evaluative material in Labov’s theory, and motivate
important proof steps by relating them to values shared in the appropriate
community of provers.

Tatami pages can be browsed in an order designed by the prover to be
helpful and interesting to the reader; if possible, they should tell a story
about how obstacles were overcome (or still remain). This narrative order
again comes from Labov’ s theory, while including obstacles comes from
the work of Campbell (1973) and others on “heroic” narratives.
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5. Major proof parts, including lemmas, havetheir own subsites, eachwiththe
same structure as the main proof, including homepage and explanation
units. These appear in a separate dedicated persistent popup window.
Having separate hyperlinked Web sites for major proof partsissimilar to
theway that flashbacks and other temporal dislocations occur in stories. It
ishelpful to havetheminaseparatewindow inorder toclarify their relation
to the main sequence of proof steps.

6. Tatami pages also have associated formal proof scores, which appear in
another separate popup window when summoned from atatami page. The
separate window is convenient because userstypically want to look at the
formal proof and its motivation at the same time as the proof score. Users
can also request proof score execution, and the result is displayed in the
same window as the score, so that one can easily alternate between them.
(The proof score is sent to an OBJ server and the result is returned for
display.) Thishiding of routinedetailsissimilar to human proofs, which use
ittohighlight themainideas (Livingston, 1987).

7. Major proof parts can have an optional closing page, to sum up important
results and lessons, again following Labov’s theory. They appear in the
same window as proof pages, again because they are part of the same
narrative flow.

8. A menu of open subgoals appears on each homepage, and error messages
are placed on appropriate pages. Open subgoals are important to provers
when they read a proof, since proving new resultsis amajor value within
thiscommunity.

Now we give further style guidelines, with justifications based on algebraic

semiotics:

1.  Windows: The main contents of a display proofweb are its proof steps,
informal explanations, tutorials, and mechanical proof scores. These four
arealsothe main contents of abstract proofwebs, and their preservation has
much to do with the quality of their representation. These four basic sorts
of the abstract data type for proofwebs are reflected in our choice of
windowsfor displaying them. Because tatami pages are the main constitu-
ent of proofwebs, theirs is the master window, and because explanation
pages are so closely linked, they share that window; each unit is enclosed
is its own “box.” Tutorial and machine proof score pages each have a
separatewindow. All thispreservesthehierarchical structureand priorities
of the underlying mathematics.

2. Backgrounds: Eachmajor sort of unit hasitsown background color: proof
unitshavelight beige, explanationshavelight yellow, tutorialshaveyel low
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marble, and proof scores have light purple. Although the choice of colors
issomewhat arbitrary, and is easily changed by editing the XSL stylefile,
their distinctnessreflectstheimportance of distinguishing thesefour units.

3. Navigation: Similar considerations hold for navigation. Each page has a
title, supplied by the user in the Duck script (or asimple default if no title
issupplied). Buttons are used to move to other pages of the same sort, and
to open widows that display information of other sorts. Each persistent
window hasasomewhat different layout and navigation buttons, reflecting
its different typical uses. For example, the master tatami window has
buttonsto step through thenarrative ordering of tatami pages, both forward
and backward, and a button to return to the homepage.

4. Mathematical Formulae: gif filesare used for mathematical symbols, in
adistinctive blue color, because mathematical signs come from adomain
that is quite distinct from that of natural language.

Some additional applications of semiotic morphismsto the user interface design
of the Tatami system are described in Goguen (1999b), in a more precise style
than here, although they are based on an older version of the system. For
example, Goguen (1999b) showsthat certain early designsfor the statuswindow
wereincorrect becausethe corresponding semiotic morphismsfailedto preserve
certain key constructors.

Humor

We have studied a corpus of over 50 “humorous oxymorons’ (phrases like
“military intelligence,” “good grief,” and “ almost exactly”). Dictionariessay an
“oxymoron” isaphrase having contradictory (or incongruous) components. But
thisisnot what happensin ahumorous oxymoron: instead, therearetwo distinct
meanings, one of which is conventional, and the other of which has some
contradictory components; that is, there are two different blends, one of which
has conflicts. When we aretold that something isan oxymoron, we seek out that
second, conflictual blend, and we feel pleasure when we find it.

We also studied more than 40 newspaper cartoons and found that about 75%
have a similar pattern, but instead of two blends existing simultaneously, the
reader isfirst led to form one blend, and then led by new information to form a
completely different blend, usually in partial conflict withthefirst; thatis, there
isakind of dynamic reblending.

Thusin each case, it isnot just the existence of more than one blend, but rather
the process of reblending that produces the humorous effect, and | conjecture
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that reblending in fact characterizes humor. This is relevant to HCI and the
design of virtual worlds, because humor is sometimes used in computer system
interfaces, often very badly. For example, the paperclip in Microsoft Office
creates a poor impression in part because the sensation of reblending loses its
effect if it is repeated many times, and eventually becomes “stale” or even
unpleasant (see Goguen, 2004a, for additional details). These observations,
which go back to about 1999, seem to have potential for fascinating new
application areas.

I nter action

Classical semioticsisconcerned with static signs; it doesnot allow for signsthat
changeinresponseto user input, or that moveontheir own. Thissection sketches
how algebraic semiotics handles dynamics, by extending its foundation from
classical algebrato hidden algebra. Asasimple example, consider the problem
of designing that part of the Kumo interface that supports browsing proofs.
Kumo provides buttonsto traverse in the proof author’ s chosen narrative order,
labeled with iconic triangles to indicate forward and backward motion, as well
asbuttonsto return to the homepage, to view the specification, and so forth (see
Figure 8). Common practice would suggest constructing an automaton with a
state for each proof tree node, and a transition label for each traversal button.
But thisdoesnot allow for thefact that different proofshavedifferent structures,
and thusdifferent automata, nor doesit account for thedifferent displaysthat are
produced in each state, nor for the variety of possible implementations of
transition lookup, for example, using lists, arrays, or hash tables. An automaton
can describe how asingle proof instance can be navigated, but it cannot describe
the general method that generates proof navigation support for any given proof,
nor the way that this method is implemented, nor the quality of the resulting
interface.

Infact, despitetheformal character of the model itself, the construction and use
of transition diagrams (or the corresponding automata) in user interface design
isintuitive, and does not provide an adequate basis for arigorous mathematical
analysisof possibledesigns. In order to addressthe display, implementation, and
quality questions raised above, the automaton model must be supplemented in
various ad hoc ways, whereas hidden algebra can handle all of these within a
singleunified framework. Another example of dynamicsin Kumo that would be
difficult to handle with traditional user interface modeling techniques is the
facility to execute the proof script for aproof part by downloading it to aBOBJ
proof server and then viewing the result on the local browser as it executes.

Thisisnot the placefor detail s (see Goguen, 2003, for that), but we can say that
hidden algebraprovidesaprecise way to handle both the display and i mplemen-
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tation aspects of examples like that described above, and the corresponding
extension of semiotic morphismsgivesaprecise basisfor comparing the quality
of interface designs realizing the desired dynamics, without bias towards any
particular implementation. The dynamics of a window with a scrollbar is
discussed in considerable detail in Goguen (2003).

Summary, Future Resear ch,
and Social I mplications

This chapter has presented theory and case studies to support the claim that
algebraic semioticsis a promising foundation for virtual world design, in both
theory and practice. The case studies on information visualization, proof
presentation, metaphor, humor, andinteraction areencouraging, and suggest that
design problems can be successfully confronted directly, without unreliable ad
hoc methods and assumptions, such as analyses based on prior systemsthat are
only remotely related, or expensive, time-consuming methods of experimental
psychol ogy and usability testing. These studiesal so confirm our viewsthat taking
account of key social and cognitivefactorsiscrucial for success, and that formal
methods can play a very helpful role, if applied pragmatically rather than
dogmatically. However, much more work is still needed, such as:

e Combining Gibsonian affordances(Gibson, 1977) with algebraic semiotics,
to provide a socio-cognitive dimension for theinteraction formalism.

e Studying immersion in virtual worlds, for example, how closure and
embodiment relate to representational coherence, image schemas,
affordances, choice of media, and so forth.

. More work on social foundations and the processes of semiosis.
J Morework on narrative structure, including flashbacks and flashforwards.

. Morework on how to choose quality orderings on representationsthat are
appropriate to their actual use.

. M ore case studies, done more thoroughly.

Only the second of theseisspecifictovirtuality, though all arerelated. We hope
that readers of this chapter may find some benefit to the algebraic semiotic
approach, and will contribute to its further devel opment.
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| closethisarticlewith somewords of warning, along lines perhaps most closely
associated with Jean Baudrillard (1994), who wrote:

“Smulation is no longer that of a territory, a referential being,
or a substance. It is the generation by models of a real without
origin or reality.... By crossing into a space...no longer that of the
real, nor that of truth, the era of simulation is inaugurated by a
liquidation of all referentials—worse: with their artificial
resurrection in the systems of signs, a material more malleable
than meaning, in that it lends itself to all systems of equivalences,
to all binary oppositions, to all combinatory algebra. It is no
longer a question of imitation, nor duplication, not even parody.
It is a question of substituting the signs of the real for the real,
that is to say of an operation of deterring every real process via
its operational double, a programmatic, metastable, perfectly
descriptive machine that offers all the signs of the real and short-
circuits all its vicissitudes. Never again will the real have the
chance to produce itself—such is the vital function of the model
in a system of death....”

If we translate this out of the stylistic conventions of recent French intellectu-
alism, the danger isthat the virtual can replacethereal in our affections, so that
we lose touch with our communities, our values, even the very living quality of
our lives. Baudrillard claimsthat exactly such alienationisalready characteristic
of the contemporary world, andthat itisgrowing likeacancer. Hedoes not offer
any solutiontothisdilemma, but | would liketo suggest that compassion (Goguen,
2004b) is one way out of an enervating absorption in virtuality. A sympathetic
feeling for the suffering of others, and action on their behalf, can generate
positive emotionality and re-engagement with real experience. And, contrary to
Baudrillard, it seems quite possible that technology, including virtual world
technology, can assist with such projects.
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Endnotes

! Duetothe nature of thischapter, sign systemsarenot fully formalized, and
in particular, signatures are treated rather informally, because they are
sufficiently complex that aformal definitionwould distract fromtheflow of
ideas; see Goguen and Malcolm (1996) and Goguen et al. (1978) for the
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formal definition of signature, and see Goguen (1999a) for the formal
definition of sign system.

2 Theseareforfixed datatypeslikeintegers, Booleans, and colors, which are
always interpreted in a standard way.

3 This use of the word “space” conflicts with the conceptual spaces of
cognitivelinguistics, which are discussed below.

4 Thisduality is a Galois connection between algebraic theories and their
models; it does not involve the levelsor priorities.

5 Thesource UPis grounded in our experience of gravity, and the schema
itself isgrounded in everyday experiences, such asthat when thereismore
beer inaglassor more peanutsin apile, thelevel goesup, andthisisastate
we often prefer; therefore the image schema MORE IS UP, discussed in
Lakoff (1987), is even more basic.

6 However, we do not assume that they are necessarily the minimal such
spaces needed to understand a given blend, since that can only be
determined after the blend has been understood. Moreover, different
blends may ignore different elements of the input spaces, and it may also
be necessary to recruit additional information from other spacesin order to
understand a blend.

7 Theterm“base space” isused in Goguen (1999a) becauseit is considered
to better describe how thistheory is used in applicationsto user interface
design.

8 Strict commutativity, usually called just commutativity, means that the
compositions are strictly equal, that is, one morphism is defined on an
element if and only if the other is, and then they are equal.

° But as before, gray tones appear in our rendition of the display.

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of ldea Group Inc. is prohibited.



Conceptual Modeling of Virtual Environments 153

Chapter VI

Conceptual M odeling of
Virtual Environments
UsingHypermedia
Design Techniques

Paloma Diaz
Universidad Carlos Ill de Madrid, Spain

Susana Montero
Universidad Carlos Ill de Madrid, Spain

Ignacio Aedo
Universidad Carlos Ill de Madrid, Spain

Juan Manuel Dodero
Universidad Carlos Ill de Madrid, Spain

Abstract

Traditionally, the development of virtual environments has been tightly
dependent on the programmer’s skills to manage the available toolkits and
authoring systems. In such a scenario, the discussion of different design
alternatives, future changes and maintenance, interoperability, and software
reuse are all of them costly and quite difficult. In order to overcome this
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unsystematic and technology-driven process, conceptual modeling has to
be included just before the implementation phase to provide a shared
representation language that facilitates the communication among the
different team members, including stakeholders, as well as the reuse and
redesign for future requirements since conceptual models hide
implementation details and constraints, and are cheaper and easier to
produce than prototypes. As a first attempt to attain these aims, this chapter
presents the basis of a constructional approach for the VE conceptual
modeling through a set of complementary design views related to the VE
components and functions. Moreover, we explore how these design issues
might be addressed by hypermedia modeling techniques, given the similarities
between these two kinds of interactive systems and the maturity reached in
hypermedia development.

| ntroduction

When facing the development of virtual environments (VES), most devel opers
turn to toolkits or authoring tools like those reported in Kessler, Bowman, and
Hodges (2000) in which they pick different components out of arepository and
build their environment from scratch in an unsystematic fashion driven by
technology rather than by requirements. In such a scenario, abstraction is
absolutely despised. Instead of describing the VE using concepts and relation-
shipsthat describethe problem to be solved intermsof the universe of discourse
(such as rooms, collections, or paintings in a virtual museum) asit is done in
conceptual models (Hofstede & van der Weide, 1993), it is expressed using
technical termsand implementation units, such ascylinders, spheres, or textures.
But such atechnology-driven development strategy brings a number of disad-
vantages. Firstly, development isboiled downto 3D modeling and programming,
so that the stakeholders can only take part in the eval uation, whether formative
or summative, of prototypes. Involving stakeholders in all the phases of the
development process, including design, is a basic requirement for any kind of
interactive systems, as they know which objects, facts, concepts, and relation-
ships are relevant in the domain of the application (Preece, Rogers, & Sharp,
2002). Secondly, thelack of aconceptual design processleadstolittleflexibility
for changes with a high cost in resources when the environment does not meet
the user requirements or when technological evolution suggests the addition of
new services. And finally, thisimplementation-driven approach makes mainte-
nance, interoperability, and software reuse difficult or nearly unfeasible. A
conceptual model, whichisindependent from theimplementation units, provides
apicture of the system that can be understood by different people and that can
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serve as an intermediate level among different technological options. Each
concept and relationship inthereal world has a correspondence with an element
or more in the conceptual model, which in turn can be translated into different
implementation platforms.

The scarce use of conceptual modelsin VE development can be due to the fact
that there are no broadly accepted development methodologies and design
techniques that apply a software engineering perspective to thisdomain. A VE
software crisis, in the line of the phenomenon identified in the '60s as the
software crisis (Gibbs, 1994) and in the ' 90s as the hypermedia/Web software
crisis(Lowe & Hall, 1999), can be diagnosed just to try and rai se concern for the
way most VE software is being produced.

Compared to traditional software systems, VEs make use of aricher variety of
complex types of objects, behaviors, interactions, and communicationsin order
to provide users with more and more realistic and useful environments and,
consequently, typical conceptual modeling tools, such as E-R diagrams (Chen,
1976) or UML models (Booch, Jacobson, & Rumbaugh, 1998), do not seem
appropriate enough to encompassall their requirements. Ontheother hand, VESs
share with hypermedia systems a number of features and problems. Conse-
guently, hypermedia modeling techniques that address the aforementioned
design issues and have reached a certain level of maturity may be consideredin
the development of VES as well.

In this chapter, the use of hypermedia design techniques for VEs will be
discussed in order to:

. Make evident the relationship between the ideas, concepts, and principles
underlying different modeling techniquesin both disciplines, and

*  Analyzehow existing hypermediatechniques are suitable to deal with the
development process of VESs.

The approach assumed in this chapter has a number of advantages. Firstly, it
does not require all the members of the development team to be experts in
implementation technologies, insofar as the system is specified at a conceptual
level. Secondly, from the resulting conceptual design, rapid prototypes can be
generated using any toolKkit or authoring tool, so that the system usability can be
assessed and modifications and improvements can be made directly on the
design and not diving into the final code. Asaresult, maintenance and reuse of
VEs will become easier. Finally, designers can benefit from the experience
underlying hypermediatechniquesin such aspectsasnavigationtool sdefinition,
interaction and dynamics modeling, or space and time-based rel ationships.

Theremainder of the chapter isorganized asfoll ows. The next section discusses
V E conceptual modeling andintroducesaconstructional approachthat proposes
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six complementary design viewsto deal with the VEs requirements: structure,
presentation, behavior, navigation, users, and access. We then analyze the
similaritiesbetween hypermediaand V Estojustify theapplication of hypermedia
techniques in this domain and describe how to use a specific development
method, called ADM, inthe conceptual modeling of V Es, highlighting the main
benefits of this approach. Then, various related works are surveyed and
compared with our approach. Finally, a summary and some considerations for
future work are outlined.

Conceptual Modeling of VEs

Most VEs have been developed using both toolkits and authoring systems in
unsystematicfashion. ToolkitssuchasV ortex (cm-labs.com/products/index.php)
or MAVERIK (aig.cs.man.ac.uk/maverik/) provide an application programming
interface with which a skilled programmer can create VEs from scratch. In
authoring tools like SENSE8 (www.sense8.com/index.html) or DIVISION
Reality (www.ptc.com/products/), the access to programming librariesis done
through agraphical interfacewith support for user customization. Althoughthey
helpinthevirtual environment construction, basically affording arapid prototyping
process, theusability of theresulting system can be compromised since end-user
requirements are sacrificed to get the prototype working according to the
capabilities of the development environment. Even an unfortunate choice of a
tool can be acritical factor in the success or failure of the final system (Smith
& Duke, 2000). Concerning the development process itself, when all design
decisions are taken in the implementation phase and hidden into the code,
usability, maintainability, and reusability are compromised. Thereisnot roomfor
thediscussion of different design alternatives; any changeor future maintenance
hasto be made diving into thefinal code, and the success of the system depends
only ontheskill of thedevel oper to managethetoolkit. In order to provideamore
flexibledevel opment process, ahigh-level modeling phase, proposing aseriesof
mechanismsto expressthe system featuresin an abstract and completeway, can
be introduced just before the implementation phase, so that implementation
details are hidden in a first specification stage. This approach enriches the
technol ogy-driven devel opment method in several ways, including: V E devel op-
ment isno more constrained by aparticular toolkit; reuseand redesign for future
designs are cheaper and easier to afford; it can be verified if the VE meets the
requirements beforeimplementing the system or prototype; and thereisashared
representation language (the conceptual model) that will facilitate the commu-
nication among the different team members, including stakeholders.
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There still islittle knowledge about how V Es are designed, what issues have to
be addressed, and, what is worse, little guidance about how design should be
carried out. Some works have been aimed at these i ssues, but in this chapter we
will focuson the onesthat deal with avery specific question related to the goals
of our proposal: Which different design perspectives or products have to be
considered in the conceptual modeling of VES?

Kim, Kang, Kim, and Lee (1998) state three different perspectives needed for
theV E modeling:

. Form determines the appearance of virtual objects and the scene structure
of the virtual world.

. Function encodes what virtual objects do, whether autonomously or in
response to external stimuli.

. Behavior determines how virtual objects react to events.

Fromthepoint of view of Smithand Duke (2000), fiveviewsmakeup VE design:

e Object component decomposition identifies the objects that are required
inaVE. Theoutputisatree structure showing the decomposition of virtual
object and any associated behavior.

e Object appearance determines the level of rendering for each of the
objects of an environment according to their realism.

e Object behavior defines the functions and triggers that cause the object
to react to events.

. Embodiment determines the virtual representation of the user and tasks
that she can carry out in the environment.

. Navigation identifies the possible paths of transitional or orientational
navigation for the user, including navigation aids.

Finally, Tanriverdi and Jacob (2001) present a methodology based on adesign
model for developing reality interfaces. In the high-level design phase of the
methodol ogy, they take into account the following design aspects:

e Graphics specify a high-level description of graphic requirements for
virtual objects.

. Behaviorsidentify object behaviors, classifying theminto simplephysical,
simple magical, or composite behavior categories.

. Interactionsidentify interaction requeststo objectsand behavioral changes
caused by these requests.
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. Internal communications specify control and coordination among the
components of objects.

. External communications specify control and coordination among ob-
jects.

In the following section we thoroughly discuss the inclusion of a conceptual
modeling phase into the traditional development process of VEs. We will
consider conceptual modeling in abroad sense asamechanism to specify all the
features of the system, both static and dynamic, and not just as a data modeling
technique. In this sense, we will consider aset of complementary design views
that can help designers acquire a better understanding of the skills required to
develop VEsand theissuesthat need to be addressed in the devel opment of this
kind of interactive systems.

Conceptual Modeling as a Software Developing
Technique

Conceptual modeling consistsof applying ahigh level of abstraction to describe
the static and dynamics of software system, so that designers are compelled to
translate the application requirements into logical solutions not biased by
technical issues. This property, usually referred to as Conceptualization
Principle (Hofstede & van der Weide, 1993), puts the stress on the need to
produce platform-independent design entities, assuming the definition of design
entity given in 1EEE (1990), that are used to gather the characteristics and
dynamics of the universe of discourse as well as the system requirements.

Abstraction is akey activity in software development and in computer science
ingeneral, butitisalsoaquitetypical problem. Technical detailsand constraints
often blur design solutions, making them difficult to understand for a
multidisciplinary audience and, what isworse, difficult toreuseand evaluate. In
the case of interactive systemsand V Es, this situation worsens with the massive
use of rapid prototyping techniquesthat tend to shift the user’ sattention fromthe
system structure and services to interface features. Moreover, the high cost of
developing VE prototypes often resultsin little flexibility to changes and poor
guality and usability. However, asusability isconsidered one of themost critical
quality criteriaof any interactive system, the system successwill heavily depend
on how the VE system components and tasks are represented (Stanney,
Mollaghasemi, Reeves, Breaux, & Graeber, 2003).

Conceptual modeling has been massively used in software design since it
provides a number of products readable enough to analyze the structure and
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function of asystem, even whenthe devel opment teamismade up of peoplewith
different backgrounds, as happensin VEs. A conceptual model of aspecific VE
will represent virtual spaces, objects, behaviors, and servicesusing conceptsthat
are widely accepted from the users' perspective and, at the same time, that are
independent from any implementation platform. Conceptual modelingisthen a
powerful abstraction tool that helps in disregarding irrelevant structures by
building rel ationshipsbetweenideali zed conceptsthat focuson what isessential
to produce a specification of asystem that describes how the system isand how
it should work. Thus, the conceptual model of aV E will concentrate on relevant
entities, relationships, and behaviors, and will not takeinto account the compu-
tational technology used toimplement thevirtual environment, such ashardware
(i.e., computer architectures), operating systems, input (i.e., HDMsor gloves),
and output devices (i.e., visual or tactile displays).

When the development of an interactive system is addressed, whether a VE or
any other kind of interactive system, two points of view can be adopted:
behavioral, taking upon the user perspective and the interaction with the
software application, and constructional, turning over the software devel oper
view and the software system design (Gabbard, Hix, & Swan, 1999). In the next
section, we present the basis of a constructional approach for the conceptual
design of VEs.

A Constructional Approach for VE Conceptual Modeling

A VE can beconceptualized interms of thefoll owing componentsand functions
defined in Diaz and Fernandez (2000): (1) a virtual space: most VEs are built
upon aspatial metaphor such asabuilding or acity; (2) inhabitants: objectsare
populated within the virtual environment space; (3) user embodiments: users
have a body image representation as avatars or software agents; (4) mobility:
users and objects browse through virtual spaces; (5) behavior: users interact
with thevirtual environment.

In order to specify all these static and dynamic features and requirementsin a
progressive and integrated way, complementary design perspectives related to
the VE components and functionalities have to be managed in the conceptual
modeling process. In particular, inthe constructional approach hereintroduced,
where HCI issues will be considered as a cornerstone, we propose six design
views: structural representation of the domain, virtual objects presentation,
virtual objects behavior, navigation through the VE, user modeling, and VE
access. These design views, their underlying requirements, and other relevant
issues concerning VE design are discussed in the next paragraphs.
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Structural Representation of the Domain

A VE istherepresentation in acomputer of aparticular domain, whether real or
not, for instance, a virtual art museum where a user can browse its rooms and
watchitscollectionsfollowing different exploration styles. Suchadomain hasan
underlying structurethat isexpressed in terms of conceptsor “ things’ (e.g., the
entities of an E-R model or the classes and meta-classes of an object-oriented
UML model) and structural relationships (e.g., the relationships among E-R
entitiesor thestructural relationsand associationsinan UML model), producing
what are usually known as data models. Thus, the virtual art museum can be
conceptually structured as a collection of rooms that in turn are composed of a
number of artworks performed by authors who are often organized into schools
or periods. Moreover, things have properties or attributes (Wand, Storey, &
Weber, 1999), depending on whether they are concrete things or conceptual
ones, which have to beincorporated to their model. Properties can beintrinsic,
when they depend on just onething (for example, aworkart has atype—such as
painting, scul pture—and adate); or mutual/relational, when they depend ontwo
or more things (for example, theworkart inclusion in a specific school depends
on the existence of both a workart and a school). In addition, properties and
attributes may have an explicit value (e.g., workart dating) or a calculated one
(e.g., workart number of visits).

Although VEs are traditionally designed just taking into account the spatial
structure of virtual spaces, thisdatamodeling perspectivecan helptoanalyzeand
acquire a deeper knowledge on the domain to be represented. Different data
modeling techniques have been proposed in the literature to capture the
structural features of software systems, such as E-R model, semantic modeling,
or object-oriented approaches, whose expressiveness chiefly depends on the
richness and semantics of their constructs. Indeed, the study of the kinds of
relationships among entities has given place to several works, such as Wand et
al. (1999), where conceptual models are analyzed from an ontological perspec-
tive, or Welty and Guarino (2001), who explore different ways of defining
taxonomies according to the actual mereological or parthood relationships.
Concerning V E structural modeling, someauthorslike Xiaoguang, Dongmu, and
Bingrong (1999) propose the use of an object-oriented approach for data
modeling, while De Troyer, Bille, Romero, and Stuer (2003) make use of
ontologiesto describethevirtual world domain. Either onetechnique or another
isapplied, the important thing is that all these approaches provide a high-level
description of the application domain using well-known terms that can be
understood by both domain experts and stakeholders, so that they can actively
collaborate with developers, from the very beginning taking part in a user-
centered process oriented towards enhancing usability.
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Virtual Objects Presentation

Virtual objects are placed in the structures to make up the virtual world. The
appearance of such virtual objects according to their geometric structures and
therendering level determinestherealism of aVE. Thisinformation may betoo
concrete asto be specified during aconceptual design. However, the purpose of
conceptual modeling of the virtual objects presentation is to organize and
harmonize each virtual object and its different componentsin different dimen-
sions, such as the time and the two- or three-dimensional space, to produce a
high-level picture of the VE rendering features. The goal isnot to produce a 3D
prototype, but a sketch representing the world or part of it that can be discussed
with users to improve design decisions before implementing the system. The
sameasitisdonein hypermediapresentation modeling (Diaz, Aedo, & Montero,
2001b), designers can performthefollowing activities maintaining areasonable
level of abstraction: creating templatesor interface mock-upsby placing abstract
objectsinto spaces; defining visual cluesor human-computer interactionrulesto
increase the system usability; and setting space and time-based relationships
among components to create aesthetic and dynamic multimedia compositions.
Thus, within aroom of amuseum, workarts can be placed asblackboxesinto the
visualization andinteraction space, toindicatearel ativelocation and orientation
independent of users' viewpoints.

Virtual Objects Behavior

Another important and critical issue in the conceptual modeling of virtual
environmentsisthe specification of theinteraction and behavior, insofar asthese
systems are intrinsically interactive, and the high level of realism of their
appearance leads users to a high expectation about the system fidelity with
virtual object behavior. For example, adoor that hasbeen rendered with realistic
textures gives the feeling that it can be opened and closed.

Therefore behaviors, whether reactive, interactive, or proactive, should be
considered during conceptual modeling. In such behaviors, one or more agents
can beinvolved, assuming asagent any object or user that can initiateadynamic
process, giving place to any kind of result affecting to the environment and/or
interacting with the user. Taking into account the involved agents, we can
identify twotypesof behaviors: intrinsic behaviors, depending only on one object
(for example, when the attribute “ number of visits” of aworkart is higher than
100, itismarked with avisual clue), and mutual behaviors, depending on two or
more agents (for example, whenever a user visits a workart, the attribute
“number of visits” of that workart isincreased). Thelatter can befurther divided
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into user-object behavior (as the example shown before) and object-object
behavior (for example, if two moving objects meet a “crash” object will be
shown).

Interaction modeling can be tackled from a conceptual point of view, creating
high-level descriptions of the system reactions and completing their specifica-
tionsin afurther detailed design. This design perspective makes it possible to
model complex behaviors, including interactive behaviors, reactions, proactive
actions, access to external applications (e.g., inference engines to support
adaptiveinterfaces, databasesto create objectsdynamically), or theinclusion of
virtual objectsand structuresthat arecreated or modified at runtime (Diaz, Aedo,
& Panetsos, 2001a). The advantages of this approach are twofold. First,
complex behaviorscan bebroken downinto moresimpleones, providingalibrary
of behaviorsthat designerscan reuseto create new behaviors. Second, thishigh-
level description enables designers to assess the level of detail required in
communicating the behavior specification to software developers being pro-
gramming languageindependent.

Some approaches to model interaction and behavior include the use of state
machines (Tanriverdi & Jacob, 2001) or DFDs and statecharts (Kim et al.,
1998).

Navigation Throug_]h the Virtual Environment

Unfamiliar and large-scal e virtual environmentsare difficult to navigate. There
aretwo key aspects concerning the process of navigating or browsing thevirtual
space. One is wayfinding, which consists of determining a path within the
environment which satisfies the user expectations and needs. The other oneis
maotion control, which ismuch more dependent on the user interface provided by
the virtual environment software (Volbracht & Domik, 2000). In thiswork, we
will focus on the first issue, since the second one is a technological and not
conceptual aspect.

Anappropriatespatial structuredesign describingtherelationshipsamong virtual
spacescan help userstoidentify and locate objects. But navigation modeling has
todeal not only with the conventional navigation through acontinuous 3D space,
but also with what is called di scontinuous movements (or hyperlinks) that all ow
auser to jump from onelocation to another onewhichisnot related spatially, in
order to reduce the distance and the navigation time (Ruddle, Howes, Payne, &
Jones, 2000). For exampl e, from aworkart in themuseum, we can moveto pieces
of thesameauthor, school, style, or theme, for whichwewill be offered different
links.
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Theuse of these associative hyperlinks can derive on disorientation problemsas
it happensin most hypermedia systems where this kind of semantic movement
represents the basic information access paradigm. To try and avoid disorienta-
tion, VEs can benefit from the experience in hypermedia navigation modeling
(Nielsen, 1995). In fact, they can incorporate appropriate visual clues and
navigational aids, such as maps, indexes, footprints, search engines, and so on.
Moreover, they canfacilitate users’ spatial awareness, permitting them to apply
their real-world navigational experience. For instance, Vinson (1999) presents
guidelines for the design and placement of landmarksin VEs.

User M odeling

There is a key feature that makes VEs different from any other software
application, that isthe user embodiment, which will play animportant roleinthe
realism and useful ness of the system. Thisissue involvesdifferent aspects such
asthe degree of immersiveness that the user experiments with depending on its
physical representation by means of avatars, the availability and degree of
presence, the location, the identity, the activity, viewpoints and actionpoints,
gestureandfacial expression, history of activity, representation across multiple
media, autonomous and distributed body parts, efficiency, manipulating one’'s
view of other people, and truthfulness (Benford, Bowers, Fahlén, Greenhalgh, &
Snowdon, 1995). Most of these i ssues are technol ogy-dependent so that they go
beyond the scope of conceptual modeling. However, we consider avatars as
virtual objects representing the participants in the virtual environment, and,
consequently, considerations about virtual objects’ presentations and behavior
should be taken into account.

Moreover, wewill point out other issues such as access needs and preferences that
different kindsof usersmay have, involving both private objectsand spaces. InVES,
thereisaneed to model the user profilewith all of her abilities such asto collect, to
move, or to own objects.

In addition, in cooperative or collaborative virtual environments (CVES) such as
MASSIVE (Greenhalgh & Benford, 1995) or DIV E (Hagsand, 1996), thereisaneed
to model groups of usersto assist them in communicating, in collaborating, and in
coordinatingtheir activities.

Virtual Environment Access

Access is an essential requirement in most multi-user information systems
inasmuch as different users have different responsibilities, needs, and prefer-
ences that determine their ability to access information. Thus, stereotypes or
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Figure 1. Design views in conceptual modeling of VES
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[ 7 Access rules Ocasional users can see the museum

ACCESS Security rules Staff members can add workarts

user profiles are used to provide a kind of personalized access in large
information spaces, so that disorientation problem falls off asfar as users face
up areduced and supposedly familiar space.

Another issuethat hastobeconsideredisinformation security, taking for granted that
security isnot only related to confidentiality or privacy, ascommonly believed, but
alsotointegrity and availability (Aedo, Diaz, & Montero, 2003). For example, some
authorspoint out that inaCV E thereissensitiveinformation that should beprotected
(Pettifer & Marsh, 2001). For instance, for each shared object, control rights to
manage the object have to be authorized.

Asasummary of thissection, Figure 1lillustrateshow the six design viewstackle
with different but complementary aspects of a same system.

Using Hypermedia Techniques for the
Conceptual Modeling of VEs

Hypermediaprovidesmechanismsfor structuring and navigating largequantities
of multimedia and highly interactive information. There are a number of
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similaritiesbetween V Esand hypermediasystemsthat can be exploited to apply
hypermedia design methodsinto the virtual environments arena.

Hypermediasystems organizeinformation asanet of interrel ated nodeswhich hold
multimediacontent. These nodes can befreely browsed by usersselecting linksand
making use of other advanced navigation tools, such asindexes or maps (Nielsen,
1995). In asimilar way, VEs can be characterized by anet of interrelated “rooms’
or “virtual spaces,” which hold virtual objects, where users can move fregly.
Moreover, V Esand hypermedia environments haveto deal with interactive behav-
iors, such as responses to specific events that occur, aswell asto include complex
multimedia compositions that have to be usable and aesthetic at the same time. For
readability shake, Table 1 includes the definitions of the different hypermedia
components that will be referred to in this chapter and which are based on the
Labyrinth hypermediareference model (Diaz et al., 1997, 2001a).

With regard to typical problems, hypermedia users, the same as VE users, suffer
from the samewell-known navigation problem: theusers' lack of knowledge about
their relative position, the disorientation into the system, and a general lack of
familiarity with the system operation (Conklin, 1987; Ruddle, Payne, & Jones,
1998).

Most differences between hypermedia systems and VES concern technological
issues, since from a conceptual perspective we can identify equivalences among

Table 1. Hypermedia components

Component Description
Simple node Abstract container of information
Composite node Node made up of other simple or composite nodes according to a

specific structural relationship

Multimedia content

Information item

Composite content

Content made up of other simple or composite contents according
to a specific structural relationship

Structural relationship

Relation settled upon a composite and its components

Location

Position of a content into anode

Space-based constraint

Relative spatia position of a content depending on the position of
other content

Time-based constraint

Relative temporal position of a content depending on the position
of other content

Link

Navigationa connection defined between two sets of source and
target anchors

Anchor

Reference to a part of anode, content, or contextual content (a
content presented in anode) used to set up links

Attribute

Property that can be assigned to a user, node, content, or link to
add useful meta-data

Event

Set of actions executed when a condition isfulfilled (e.g., the
mouse is over a content or atimeout expires); events are used to
model interactive behaviors (e.g., pop-up windows, smulations)
and to include procedural specifications of the hyperdocument
elements (e.g., adaptive links)

User

Individual or group of users (profiles, stereotypes, or collaborative
group) who access the system under certain conditions
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Table 2. Conceptual components in hypermedia and virtual environments

Conceptual Elements

Hyper media Elements

Virtual Elements

Simple composite class or type

Simple node

Composite node

Virtual spaces

Simple composite thing

Multimedia content

Virtual object

User embodiment

Composite content

Virtual composite object

Relationship and mutual properties

Structural relationship

Structural relationship

Location

Space-based constraint

Time-based constraint

Spatial structure

Intrinsic properties Attribute Attribute
Navigationa relationship Link Link
Anchor Component part
Derived properties, things, and
relations
Event Virtual object behavior

Interactive, reactive, and proactive

behaviors

User and groups User and groups User and groups

concepts and constructs in both domains. Table 2 summarizes the different
conceptual componentsin adomain and itsinterpretation in hypermediaand VE.

Any application domain has simple or composite classes or types of things (Wand
etal., 1999) whichturnintosimple/compositenodesinhypermediaand virtual spaces
orworldsintotheVE. For example, avirtual museumisconvertedintoahypermedia
composite node, which will aggregate the different components of the system.

There are al so things that appear in the domain (Wand et al., 1999), which are the
objects and the users’ embodiments of V Es and the hypermedia contents, whether
simpleor compositeaccording totheir nature. For example, Albrecht Direr’ s* Self-
Portrait” or Velazquez' s painting “ The Surrender of Breda” are things that appear
inthePrado MuseuminMadrid. If weconsider just the paintings, they will betreated
assimpleobjects, but if we add adescription of theworkart, thisaggregation will be
acomposite object.

Structural relationshipsamong things (Wand et al ., 1999) appear in both domainsat
an abstract level. Mutual propertiesnot rel ated with navigation, whichisconsidered
as a special case, are gathered in the spatial structure of the VE and in several
relationships in the hypermedia domain (location, spatial, and time-based con-
straints).
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Navigation relationships are considered in hypermediaand V Es through links and
anchors, the latter referring to avirtual component or part of it in avirtual world.

Dynamics, intheformof derivedor cal culated componentsand all kindsof behaviors,
are represented by means of eventsin hypermediawhich can be triggered by user-
dependent or system-dependent conditions. Thispowerful specificationmechanism,
thoroughly discussed in Diaz et al. (2001a), can be translated to VEs to model the
virtual objectsbehavior.

Finally, the existence of users and groups has been considered in hypermedia
systemsfrom thevery beginning sincethey were envisaged as cooperation enabling
tools. Similarly, usershaveto be considered in VEs, not only for user embodiment,
which is a special case of multimedia object, but as an entity whose goals,
preferences, needs, or responsibilities have to be analyzed to determine the access
capabilities of each kind of user.

Giventhesesimilaritiesbetween thesetwo kinds of interactive systems, we propose
to apply hypermediatoolsto deal with VE conceptual modeling, since hypermedia
techniquesarematureenoughto contributeinthedevel opment process. | nparticul ar
in this chapter, we suggest the use of Ariadne Development Method (ADM; Diaz
et al., 2001b) to provide conceptual and methodol ogical guidanceto VE designers.

Overview of ADM

ADM proposes a systematic, integrative, and platform-independent process to
specify and produce hypermedia and Web applications. In order to cover the
modeling process of hypermedia and Web applications, three phases are
proposed—conceptual design, detailed design, and evaluation—as shown in
Figure 2.

Conceptual design is focused on identifying abstract types of components,
relationships, and functions; Detailed design is concerned with specifying the
system features, processes, and behaviorsin a so detailed way that the application
might be semi-automatically generated; and, finally, Evaluation is concerned with
using prototypesand specificationsto assessthe system usability. Arrowsin Figure
2 represent relationships among phases and do not represent any kind of sequence
amongthem. ADM doesnotimposearigid processmodel, letting devel opersdecide
the best way to face their work according to their needs. Moreover, the method
providesanumber of validation and integrity rules, both at theintraand inter phase
level, to check completeness, consistency, and integrity among the various design
products. All of these features have as foundation the Labyrinth reference model
(Diaz et a., 1997, 2001a) that provides the core components of any hypermedia
applicationand aresupported by adesigntoolkit called AriadneT ool (Montero, Diaz,
& Aedo, 2003).
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Figure 2. The ADM process model
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ADM fits the incremental, iterative, and user-centered nature of the VE develop-
ment process. Taking into account the scope of this chapter, we will only focus on
how the conceptual design phase of ADM can be accommodated in the design of
virtual spaces, thedefinition of objects, usersand their functionality and privileges,
understanding the need for specific mechanismsthat deal with their detailed design
(e.0., 3D visual space, amulti-modal interface, and animmersiveenvironment), and
evaluation (e.g., usability criteria (Hix & Gabbard, 2001).

Modeling VEs Using ADM_Conceptual Design Phase

ADM conceptual design approaches development from a high level of abstrac-
tion where solutions are expressed in terms of expected types of elements. The
activities performed in this phase, aswell asthe design products generated, are
summarized in Figure 3.

Figure 3. The ADM conceptual design phase
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Definition of the Logical Structure

V Esrepresent aparticular domain, whether real or not, such asavirtual museum
where a user can explore its rooms and watch its collections from different
styles. Thesestructural relationshipsthat appear inthedomain of theapplication
can be represented by means of composite nodes that are connected to their
components (simple or composite nodes) by means of two possible structural
relationships: aggregation, whichisacomposition relation used asamechanism
to refer to a set of nodes as a whole; and generalization, that represents an
inclusion relation involving inheritance mechanisms. For example, Figure 4
shows a possible structural diagram created during this activity for a virtual
museum using aggregations and generalizations to represent a complex struc-
ture. Thus, the museum aggregates a shop, an information desk, and the
collection. Inturnthe collection ismade up of anumber of rooms, each of which
holds a description, an area where workarts are shown, and information on the
corresponding authorsand schools. The school can bespecializedinto particular
cases such asthe French or the Flamish Schools. Ascan be seenin Figure4, this
schematic representation is understandable enough to be assessed with stake-
holders, and it gathers the environment structure. Objects popul ating the world
will be defined in the “Specification of Entities” activity (below), so that a
progressive level of detail is supported.

Figure 4. ADM structural diagram for a virtual museum

Museum

Salespersy\ Catalogue  Guide Numan guide /],Rooms
Nl ./-\. Hl| El ./-\.
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Study of the System Function

Thisactivity isoriented towardsdescribing thedifferent functions offered to the
users. Inside the VE, users can browse through different rooms, which can be
connected by gates and interact with objects. Moreover, users of virtual
environments, like hypermediaones, haveto maintain knowledgeof their location
and orientation; thus, navigation aidsare needed. Therefore, two different kinds
of functions are specified: the navigation options offered to the users are
representedinanavigation diagram, including both linksand other navigationaids
(for instance, the navigation structurein the virtual museum is made up of each
path connecting two rooms that can be followed by users); and information
concerning other services, such as searching for a specific painting or chatting
with other users, is documented in the functional specifications.

Figure 5 showsan example of havigation modeling for thevirtual museum. The use
of hypermediatechniquesmakesit possibletodeal with special kindsof useful links,
including: n-ary links (seethe connection among the search engine and the possible
destinations), bi-directional links(seelinks“ Gate,” “ Includes,” “ Belongto,” or “ Did”
inthefigure), or reflexivelinks(seelinks" Gate” or “ Next/Previous”), improvingthe
browsing capabilities of the system.

Figure 5. Part of the ADM navigation diagram of a virtual museum
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Specification of Entities

In this activity nodes are specified including their contents (virtual objects),
semantics (attributes or properties), and behavior (event-based specifications).
Thus, thedifferent spacesidentifiedinthestructural diagram are now composed
of anumber of objects (the components of the virtual world) using the internal
diagrams. For example, the internal diagram of the node “Workart” in Figure 4
will contain a number of generic workarts organized in the presentation and
visualization spacein aspecificway. Theuseof ADM makesit possibleto place
objects not only in the space but also in atimeline. For instance, we can decide
to place atextual explanation in the hole assigned to aworkart and a period of
timeafter displayingthepaintingitself. Moreover, not only absol ute positionscan
be defined asin Usaka, Y ura, Fujimori, Mori, and Sakamuram (1998), but also
space and time-based constraints can be expressed. For example, we can
establish that two paintings on awall are aligned by their tops by means of an
alignment (Diaz et al., 2001a) instead of calculating their (x,y,z) position.
Similarly, we could define that when entering a room, a video describing the
contents is shown and as soon as it finishes the virtual workarts scene is
displayed.

A special case of objects are user embodiments. Each avatar will have an internal
diagram that will be associated to a specific kind of user (see next activity) so that
this object will be placed at runtime according to the position of the corresponding
user.

Moreover, attributesor propertiesthat will increasethenode, and contentssemantics
and events that will model its behavior are defined in the attributes and events
catalogue respectively. For example, all the objects representing an avatar will be
associated with the same event that putsthat object into theright position according
to the user’ slocation in theworld. Thus, the same event can be reused to model the
same behavior. An event can be specified using any process modeling technique,
including statecharts, DFDs, and UML activity and sequence diagrams.

User M odeling

Thisactivity isdevoted to identifying the expected types of users of the system.
In VEs, thereis aneed to model the user profile with all of her abilities such as
tocollect, to move, or to own objects. Moreover, in CV Esthereisaneed to model
groups of users to assist them in communicating, in collaborating, and in
coordinating their activities. To model the user structure, an RBAC model is
assumed (Aedo et al., 2003), which means that roles (stereotypes or responsi-
bilities) and teams (group of roles) are identified in the user diagram.
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Figure 6. ADM user diagram for a virtual museum
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Asan example, Figure6 showsan ADM user diagram for avirtual museum. The set
of usersisrepresented as ateam made up of two kinds of people: visitors and staff.
Inturn, visitors are specialized into other rolesto offer more servicesto registered
users. This product makesit possible to analyze the different kinds of users of the
system to achieve adeeper understanding of their needs and abilitiesto access the
virtual environment and its components.

Definition of the Access Policy

This step isintended for defining which actions are permitted for each subject,
that is, for each role and team defined in the user diagram. With this purpose an
RBAC model for hypermediaisassumed (Aedo et al., 2003). According to this
model, access rights are assigned in terms of hypermedia objects (nodes and
contents) and subjects (teamsand roles). Accessrightsincludetheability to see,
personalize, and edit.

Inthecaseof avirtual museum, thisactivity canbeused to describeadaptativevirtual
environmentsor security rules. For example, using the structural diagram of Figure
4 and the user diagram of Figure 6, it can be established that when a frequent user
accesses the system, she will be presented with her list of favorites. An accessrule
can establish that staff members can modify theworkartsincluded in aroom or that
frequent users can add their own paths into the virtual world.
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Conclusions and Future Trends

This chapter has proposed and described a set of integrated design views to set
up the basis of a constructional approach for the VE conceptual modeling, and
how hypermedia modeling techniques can help to provide mechanisms for
structuring and navigating large quantities of multimediaand highly interactive
information in the VE arena. Therefore, stakeholders, together with designers
and developers, can describe the main specifications of the system using ahigh-
level description, so that immediately afterward specified elements might be
semi-automatically generated in a straightforward way to produce prototypes.
M oreover, these prototypes can be used to enhance the system usability interms
of a number of well-defined criteria (Hix & Gabbard, 2001) as a way of
improving the design, whether conceptual or detailed.

Concerning the design views, a key difference between our approach and other
works(Kimetal., 1998; Smith & Duke, 2000; Tanriverdi & Jacob, 2001) isthat they
primarily focusonbehavior andinteractionissues, whereasour scopeismuchwider.
Firstly, structural representation and navigation areissuesthat should be considered
to produce useful environments since they are concerned with how the application
domain is organized and how that domain is explored, respectively. Secondly, we
have not considered the division between interaction and behavior sincebothissues
can be modeled using the same conceptual mechanisms. And thirdly, as virtual
environments can be collaborative or simply stereotypes, or user profiles can be
required, theneed for establishing accessrulesisarel evantissueaddressedin ADM.

That isnot to say that only hypermedia modeling techniques should be used for the
VE conceptual modeling, but designers should take advantage of the experience
gained in years of research in the design of interactive systems, the same as
hypermedia engineering made with software engineering (Lowe & Hall, 1999).

Moreover, many research and development issues are still open:

. Develop conceptual models whose components describe the problem
domain in terms of virtual components.

*  Specify anumber of stages and productsthat make it possibleto guide the
development process in a systematic and integrated way. As a result,
systemswill havebetter quality, usability, maintainability, and reusability.

. Merge the conceptual design of VEswith current toolkitsin order to generate
the code automatically, as well as documentation about the system devel op-
ment.

. Enhance the design process with the use of design patterns for virtual
environments (Diaz & Fernandez, 2000). Design patterns capture knowledge
of how andwhento apply thesol utionto arecurring problem, besidesproviding
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ashared vocabulary for expressing and communi cating such aknowledge. This
kind of pattern could help to match design model swith implementations.

Acknowledgment

Thework presented hereis part of the Ariadne project (T1C2000-0402) funded
by MyCT (Spain).

Refer ences

Aedo, I. , Diaz, P.,, & Montero, S. (2003). A methodological approach for
hypermedia security modeling. Information and Software Technology,
45(5), 229-239.

Benford, S., Bowers, J., Fahlén, L.E., Greenhalgh, C., & Snowdon, D. (1995).
User embodiment in collaborative virtual environments. Proceedings of
CHI 95: Human Factors in Computing Systems (pp, 242-249). ACM
Press.

Booch, G., Jacobson, |., & Rumbaugh, J. (1998). The Unified Modeling
Language. Addison-Wesley.

Chen, P. (1976). The entity-rel ationship model—toward aunified view of data.
ACM Transactions on Database Systems, 1(1), 9-36.

Conklin, J. (1987). Hypertext: An introduction and survey. IEEE Computer,
20(9), 17-41.

DeTroyer, O., Bille, W., Romero, R., & Stuer, P. (2003). On generating virtual
worlds from domain ontologies. Proceedings of the 9th International
Conference on Multi-Media Modeling (pp. 279-294).

Diaz, P., Aedo, I., & Panetsos, F. (1997). Labyrinth, an abstract model for
hypermedia applications. Description of its static components. Informa-
tion Systems, 22(8), 447-464.

Diaz, P., Aedo, |., & Panetsos, F. (2001a). Modeling the dynamic behavior of
hypermedia applications. |EEE Transactions on Software Engineering,
27(6), 550-572.

Diaz, P., Aedo, |., & Montero, S. (2001b). Ariadne: A development method for
hypermedia. Proceedings of Dexa 2001. Berlin: Springer Verlag (LNCS
2113,764-774).

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of ldea Group Inc. is prohibited.



Conceptual Modeling of Virtual Environments 175

Diaz, A., & Fernandez, A. (2000). A pattern languagefor virtual environments.
Journal of Network and Computer Applications, 23(3), 291-309.

Gabbard, J.L., Hix, D., & Swan, JE. (1999). User-centered design and
evaluation of virtual environment. IEEE Journal of Computer Graphics
& Applications, 19(6), 51-59.

Gibbs, W.W. (1994). Software’s chronic crisis. Scientific American, 72-81.

Greenhalgh, C., & Benford, S. (1995). MASSIVE: A collaborative virtual
environment for teleconferencing. ACM Transactions on Computer-
Human Interaction, 2(3), 239-261.

Hagsand, O. (1996). Interactive multiuser VEs in the DIVE system. |[EEE
Multimedia, 3(1), 30-39.
Hix, D., & Gabbard, J.L. (2001). Usability engineering of virtual environments.

Chapter 39 in K. Stanney (Ed.), Handbook of virtual environments:
Design, implementation, and applications. Publisher.

Hofstede, A.H.M., & van der Weide, Th.P. (1993). Expressiveness in concep-
tual data modeling. Data and Knowledge Engineering, 10, 65-100.

IEEE Standard Glossary of Software Engineering Terminology. |EEE Std
610.12-1990.

Kessler, G., Bowman, D., & Hodges, L. (2000). The simplevirtual environment
library: An extensible framework for building V E applications. Presence:
Teleoperators and Virtual Environments, 9(2), 187-208.

Kim, G.J,, Kang, K.C., Kim, H., & Lee, J. (1998). Software engineering of
virtual worlds. Proceedings of the ACM Symposium on Virtual Reality
Software and Technology (pp. 131-138).

Lowe, D., & Hall, W. (1999). Hypermedia and the Web: An engineering
approach. New York: John Wiley & Sons.

Montero, S., Diaz, P., & Aedo, |. (2003). A design toolkit for hypermedia
applications. Proceedings of Web Engineering (ICWE 2003). Berlin:
Springer Verlag (LNCS 2722, 214-217).

Pettifer, S., & Marsh, J. (2001). Collaborative access model for shared virtual
environments. Proceedings of International 10th IEEE International
Workshops on Enabling Technologies: Infrastructure for Collabora-
tive Enterprises (WET ICE 2001) (pp. 257-262).

Preece, J., Rogers, Y., & Sharp, H. (2002). Interaction design: Beyond human
computer interaction. New York: John Wiley & Sons.

Rolland, C., & Prakash, N. (2000). From conceptual modeling to requirements
engineering. Annals of Software Engineering, 10, 151-176.

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



176 Diaz, Montero, Aedo & Dodero

Ruddle, R., Payne, S., & Jones, D. (1998). Navigating large-scale “ desk-top”
virtual buildings. Presence, 7(2), 179-192.

Ruddle, R.A., Howes, A., Payne, S. J., & Jones, D. (2000). The effects of
hyperlinkson navigationinvirtual environments. I nternational Journal of
Human-Computer Studies, 53(4), 551-581.

Smith, S.P., & Duke, D.J. (2000). Binding virtual environments to toolkit
capabilities. In M. Gross & F.R.A. Hopgood (Eds.), Computer Graphics
Forum, 19(3), C81-C89. Blackwell Publishers.

Stanney, K.M., Mollaghasemi, M., Reeves, L., Breaux, R., & Graeber, D.A.
(2003). Usahility engineering of virtual environments (VES): lIdentifying
multiple criteria that drive effective VE system design. International
Journal of Human-Computer Studies, 58(4), 447-481.

Tanriverdi, V., & Jacob, R.J.K. (2001). VRID: A design model and methodol ogy
for developing virtual reality interfaces. Proceedings of the ACM Sympo-
sium on Virtual Reality Software and Technology (pp. 175-182).

Usaka, T., Yura, S., Fujimori, K., Mori, H., & Sakamuram, K. (1998). A
multimedia MUD system for the digital museum. Proceedings of the 3rd
Asia Pacific Computer Human Interaction (pp. 32-37). IEEE CS Press.

Vinson, N.G. (1999). Design guidelines for landmarksto support navigationin
virtual environments. Proceedings of the SSIGCHI Conference on Hu-
man Factors in Computing Systems (pp. 278-285).

Volbracht, S., & Domik, G. (2000). A model for devel oping effectivenavigation
techniques in virtual 3D environments. Guiding Users Through Interac-
tive Experiences: Usability Centred Design and Evaluation of Virtual
3D Environments, Workshop in Paderborn, Germany.

Wand, Y., Storey, V.C, & Weber, R. (1999). An ontological analysis of the
relationship construct in conceptual modeling. ACM Transactions on
Database Systems, 24(4), 494-528.

Welty, C., & Guarino, N. (2001). Supporting ontol ogical analysis of taxonomic
relationships. Data & Knowledge Engineering, 39, 51-74.

Xiaoguang, Z., Dongmu, W., & Bingrong, H. (1999). An object-oriented data
framework for virtual environments with hierarchical modeling. ACM
SIGSOFT Software Engineering Notes, 24(1), 65-68.

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of ldea Group Inc. is prohibited.



Design of Believable Intelligent Virtual Agents 177

Chapter VI I

Design of
Believablel ntelligent
Virtual Agents

Pilar Herrero
Universidad Politécnica de Madrid, Spain

Ricardo Imbert
Universidad Politécnica de Madrid, Spain

Abstract

Virtual environments (VES) have a set of characteristics that make them
hard to be designed and implemented: distributed nature, high-level
graphical design, technology novelty, and so forth. Because of the criticism
or the repetitiveness of some roles played in them, some of the characters
of the VEs usually must be automated. The risk is to pay a too high price,
losing attractiveness, usability, or believability. The solution proposed in
this chapter is to control the automated avatars by associating them with
software agents, becoming intelligent virtual agents (1VAs). With this aim,
an architecture to manage the perception and cognition of the agent is
described. On one hand, the perceptual module of this architecture
consists of a human-like model, based on one of the most successful
awareness models in computer-supported cooperative work (CSCW), called
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the Spatial Model of Interaction (SMI). On the other hand, the cognitive
module proposes an easy-to-configure structure, providing it with the
precise mechanisms to exhibit reactive, deliberative or, even, more
sophisticated social behaviors, incrementing the believability of the IVA in
the VE.

| ntroduction: The Problem of
Usability with mmersive Systems

To face up properly to the development of virtual environments (VEs) from a
designer point of view, it should befirst perceived from the perspective of their
users' expectations. Thisprinciple, whichinfact could beextendedtothedesign
of any other kind of system, gathers special importance to VEs, as far as their
users are actual participantsin the system, beyond their classical external role.

On their interaction with VESs, users test the sensation not only by actively
perceiving the environment, but also by being perceived by other peers. This
kind of interaction could be considered, therefore, closer to human experience
than the one of traditional software. Obviously, this human experience is not
simply restricted to pure physical and realistic interactions, but rather to
believableexpectations of behavior—although that behavior isnot achievablein
real life.

Thus, VEsimply amajor breakthrough intherealmthat hasbeen called presence
of the user in the virtuality. Presence is the feeling of being inside and a part
of the system, even identifying himself/herself with the virtual character that
represents him/her in the VE, generically known as avatar. That presence,
nevertheless, is morerelated to the interactions among the actors within the VE
than to the technology with which it is implemented (Morningstar & Farmer,
1990).

As systems complexity isincreased, two new challenges emerge for presence.
The first one is related to the appearance in these environments of some roles
that should not be performed by a human user, either due to their repetitive and
monotonous nature or because of the specific skillsthey require. Thisleadsto
the incorporation of automatic synthetic characters able to develop those
tasks.

The second one deals with the believability of the user-controlled character
behaviors. On one hand, the user must experience the presence in the VE
perceivingin other usersand, even more, in his/her own avatar, thebehaviorsthat
he/she expectsto be appropriatein that situation. That implies the management
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of all the detailsof every one of those behaviors, with therisk of overloading the
user interface.

Ontheother hand, whenthe user hasdecided to usethe system, he/sheislooking
for some goal or functionality, and that aim must not be put down by the
management of a complex user interface. Again, some kind of personalized
automation must be provided to release the user of everything he/she is not
willing to manage.

Paradoxically, to date, most of the proposal sand methodol ogiesfor the designing
of VEsare mainly focused onissuesrelated to the structure, functionalities, and
appearance of the virtual world. Even more, if the designing of the virtual
inhabitants is considered, it is made from an external and aesthetical point of
view, being unaware of their potential complexity.

The Agency Meets the Virtual Environments

The problem stated suggests the joining of autonomous or semi-autonomous
charactersto the VEs. Those individuals should be provided with some kind of
perceptual mechanism to acquire all the necessary information to manage their
behavior; they should be able to be personalized according to the requirements
of their roleintheV E or thewillingness of their user; they should beableto react
to changesor eventsintheir surroundings, aswell asacting autonomously every
time they consider it appropriate; autonomous characters should be able to
interact with other characters, synthetic or user directed.

Those requirements are pretty close to the essential characteristics that some of
the most commonly accepted definitions of agent attribute to them: autono-
mous acting to reach some set of goals or to accomplish some kind of tasks
(Maes, 1995; Wooldridge & Jennings, 1994); tempor al continuity, throughout
acyclein which the agent perceives, fulfills some kind of cognitive procedure
(reactiveor deliberative), and determinesthe actionsto be carried out (Bratman,
Israel, & Pollack, 1988; Hayes-Roth, 1995; Wooldridge, 2000); sometimesthe
specialization of theagent ishighlighted to solveaproblem or an specific aspect
of a problem (Sycara, 1998); also sometimes stressed as a unquestionable
feature of agentsistheir ability to interact with other peers, systems, or human
users (Genesereth & Ketchpel, 1994); and always uses to be situated in a
dynamic, complex environment, over which it acts (Jennings, Sycara, &
Wooldridge, 1998; Maes, 1994).

Therefore, the agency seemsto be apromising technology to hide from the user
thecompl exity of theinteraction procedureswithout reducing their believability.
Evenmore, theclassical internal structureof agentsdecomposingtheir operation

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



180 Herrero & Imbert
Figure 1. Internal structure of an agent
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inthree consecutive processes—perceptual, cognitive, and effective—fitsquite
well into the kind of procedures required above.

Thus, thinking in an absol utely automated agent, it woul d consist of aper ceptual
module able to perceive the state of the environment (Wooldridge, 2002), and
restricted by the specific perceptual limitationsassignedtothat agentinthat VE;
a cognitive module, which dealswith the sel ection of the appropriate actionsto
be executed depending on the environment perceived, the goal s of the agent, and
the nature of the agent itself; and finally, a set of effectors that execute the
selected actions exhibiting the behaviors that could make the agent believable
(see Figure 1).

For a semi-autonomous agent, this structure is very convenient, given that the
automation could beidentifiedinasubset of thethreemodul es, |eavingtotheuser
management the rest of them.

Chapter Structure

Obviously, every one of thethree previousmain modul esplaysanimportant role
in the consecution of an intelligent believable behavior. However, while the
importance of the effectors focuses on the accuracy of the output—in a VE
mostly work of the graphical designers—the other two modules must have in
mind awidevariety of different conceptsand considerations, which makesthem
moreattractiveandintricatefromthedesign point of view. Thisisthereason why
the rest of the chapter concentrates on these two modules.

Since most of the agent architectures developed to date do not cover both
modulesin depth, thefollowing sectionswill describe ageneric architecturefor
designingintelligent virtual agents(I'V As) with such characteristics. Althoughit
is out of this chapter scope, some practical results of the application of the
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proposed model can be found in Herrero (2003) and Imbert, de Antonio, and
Segovia(2001).

In the following section, the perceptual module design is detailed. The reader
isfirst provided with an overview of the studies related to visual perception in
IVAs. Subsequently, we describe how the model of perception has been
designed: analyzingthefactorsthat makethe perceptual model morehuman-like;
re-defining and reinterpreting the set of key conceptsintroduced by the Spatial
Model of Interaction (SM1); and introducing a set of mathematical functionsto
describe the agent’s clarity of perception.

The next section deals with the design of a cognitive module for achieving
believable intelligent behaviors. That comprises tasks from pure reflex re-
sponsesto events, to deliberation processesto elaborate, more long-term plans,
always having in mind the social nature of agents, which allow them to look for
alternatives of solution throughout cooperation or negotiation.

Thefinal section of the chapter summarizesthe main conclusionshighlighted and
states some of the main lines of ongoing work.

Per ceptual M odule

While some years ago the aim of an agent’s perception was just seeking
informationfromtheenvironment, requirementshave changed and, currently, a
widerange of applicationsrequirearelatively high-fidelity model of percep-
tion.

Thistrustworthinessis especially important in order to simulate realistic situa-
tions such as military training, where soldiers must be trained for living and
surviving risky situations. A useful training would involve endowing soldier
agentswith ahuman-like perceptual model, so that they would react to the same
stimuli asahuman soldier. Agentslacking this perceptual model could react in
a non-realistic way, hearing or seeing things that are too far away or hidden
behind an object. A different situation could happen, for example, in amuseum
where, if an agent istoo close to a painting, it cannot get a clear impression of
the image that is on the painting. The perceptual model we propose in this
dissertationintroducestheselimitationsinsidetheagent’ s perceptual model with
the aim of reflecting a human-like perception.

In this chapter we will concentrate on visual perception, but we have also
designed, devel oped, andimplemented asimilar model for simulating human-like
hearing perception in IVAs (Herrero, 2003; Herrero & de Antonio, 2003a).
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Visual Perception in IVAs

Many approaches have been employed to implement the visual process of
perceptionin IVAs, oriented to different kind of applications, such asartificial
creatures (Blumberg, 1997; Terzopoulos & Rabie, 1995) or virtual humans
(Chopra-Khullar & Badler, 2001; Hill, Han, & van Lent, 2002; Noser, 1997,
Thalmann, 2001).

Perceptioninthoseagentshasbeen model ed in diverseways, depending on what
they were designed for. Most of the perceptual modelsto date have focused on
providing methods and techniquesfor modeling the cognitive processof percep-
tion, such as the Cognitive Vision Systems (CogVis).

TheCogVisisaproject sponsored by the European Union | ST-2000-29375. The
objective of this project is to provide the methods and techniques that enable
construction of vision systemsthat can performtask-oriented categorization, and
recognition of objectsand eventsinthe context of an embodied agent. Cognitive
vision systems include facilities for understanding, knowing, and learning.
Understanding implies an ability to generate an explicit description of the
perceived world in terms of objects, structures, events, their relations and
dynamics that can be used for action generation or communication. Knowing
implicitly specifiesaneed to consider memory asacommon basisfor represen-
tation and maintenance of information, including methods for associate access.
Learning implies an ability to generate open-ended models and representations
of the world. That is, the model of the system and its use cannot be based on a
closed-world assumption, but rather on amodel that all owsautomatic generation
of new representations and models. Cognitive vision only makes sense in the
context of a system where there is a user that provides task information and
which uses the information generated by the system. In addition afundamental
assumptionisthat such systemsare embodied so that they interact withtheworld
and have the potential for interaction with the world using active vision,
manipulation, or similar facilities.

Ashumans* see” theplacesthey visit with some precision, the cognitive mapping
techniques have focused on providing us with a description of each local space
visited. While cognitive mapping has been examined in the context of mobile
robotics, very littlework hasbeen doneto enablevirtual humansto build and use
cognitive maps. An example of this work is the cognitive mapping technique
implemented by Hill et al. (2002). Their implementation is based on acomputa-
tional framework that represents a local environment as a structure called an
Absolute Space Representation (ASR). Buildingan ASR involvesperceiving the
environment, whichistheareaimmediately surrounding theviewer, building up
a mental model of the space, and computing the boundaries—which prohibit
movement through the space—and exits—which are gapsin the boundaries that
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permit theagentsto |l eavethisspace. Thecognitive mapping algorithmsused are
an extension of those presented by Y eap and Jefferies (1999). Hill has applied
this theoretical computational framework of cognitive mapping to a training
application that includesvirtual humansin avirtual environment.

Cognitive mapping is not limited to places that have been physically explored.
Virtual humans map the environment by continuously perceiving a scene,
constructing a sketch of the surfaces, and building alocal map. Thislocal map
is connected with other local maps that have been constructed while exploring
thevirtual town. I nstead of focusing on only theimmediate surroundings, virtual
humansgather information about other regionsperceived throughtheexitsinthe
local environment and, therefore, virtual humansbuild cognitive mapsin antici-
pation of the next space they will enter. To do this, agents perceive through the
exitsin thelocal environment and construct the new ASRs before the areas are
visited.

Several models of visual attention for virtual humans have been proposed by
Chopra-Khullar and Badler (2001) and Hill et al. (2002). Chopra’ swork, based
on human psychol ogical research, specifiesthetypesof visual attentionrequired
for avariety of basic tasks (e.g., locomotion, object manipulation, and visual
search), as well as the mechanisms for dividing attention among multiple such
tasks. In the Soar Virtual Pilot, Hill also focuses on providing a model of
perceptual attention for virtual humansin a synthetic battlefield.

Even though cognitive perception playsavery important rolein each and every
perceptual model, the agent’ s perception would not be compl ete without taking
the sensorial part of the process of perception.

Most of the research carried out on modeling sensory inputs has been focused
on using cameras, sensors, and so forth, and different techniques of computa-
tional vision, gathering information about the dynamic environment without
taking into account human factors (Terzopoulos & Rabie, 1995; Thalmann,
2001). A classification of current approaches can be found in Herrero (2003).

Since the current studies on the agent’s perception do not consider the most
useful and representative human perceptual factorssuch as sensorial acuity, the
following sectionswill describeageneric architecturefor designing aperceptual
model for IVAs with these perceptual factors. Some practical results of the
application of the proposed model can befoundinHerreroand de Antonio (2002,
2003b) and Herrero (2003).

An Architecture for the Agent’s Perception

As previously mentioned, our architecture has three main blocks (Figure 1),
representing the agent’ s perceptual module, the agent’ s cognitive module, and
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Figure 2. Agent’s perceptual module
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the agent’s effectors. The perceptual module, or perceptual engine, operates
concurrently with the cognitive module, and some of the interpretations of the
perceived data or some of the parameters of the agent’s internal model can in
turn modify the perceptual process. The perceptual engine will manage the
interaction with the environment, and it will be composed of thefollowing three
sub-modules (Figure 2): sensitive perception, attenuation, and internal filter-
ing (Herrero, 2003).

Although in the following sections we concentrate on describing the sensitive
perception modul e of this perceptual engine, we also have to bear in mind that
perceptual sensations are subjectively attenuated with time. The attenuation
module will introduce a reduction experienced by the signal coming from the
sensitive perception. On the other hand, the internal filtering module will make
the selection of the most relevant objects within the focus of perception.

Designing the Visual Model of Perception

One of the most important characteristics of IVAsisthe ability to be aware of
current situations in the environment where they reside and operate. Following
Endsely studies on “situational awareness,” physical perception can be under-
stood as the first level of an awareness model (Endsley, 1998, 1993; Shively,
Brickner, & Silbiger, 1997).

Awareness isvery broad concept with different meaningsin different areas of
application. In this way, the Spatial Model of Interaction (Benford & Fahlen,
1993) isan awareness model designed for CSCW (computer-supported collabo-
rative work) applications which uses the properties of the space to get knowl-
edge of the environment.

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of ldea Group Inc. is prohibited.



Design of Believable Intelligent Virtual Agents 185

The SMI was based on a set of key awareness concepts, which could be
extended to introduce some human-like factors, and it had been tested with
successful results in CSCW multi-user environments; this model has been
selected because it has the essential qualifications for our purposes.

Theaim of our researchisnot just to extend the SM1 to mIVAs, but al so to make
it morerealistic, introducing some conceptstypical in human-likeperception. In
order to get that, a reinterpretation of the meaning of “awareness’ has to be
made—quite different from the definition used in CSCW literature (Dourish &
Bellotti, 1992)—as well as areinterpretation of the key concepts of the SMI to
introduce them as key concepts of a perceptual model, applying this model to
IVAS.

The proposed perceptual model seeks to introduce more coherence between
IVAS' perception and human being perception. In thisway, the psychological
“coherence” betweenthereal lifeand thevirtual environment experiencewill be
incremented. Although this section describes a visual model of perception, an
auditory model of perception has also been developed following the same
structure (Herrero & de Antonio, 2003a).

Key Conceptsin the SMI

As mentioned in previous sections, the key concepts in the visual model of
perception arebased onthemain conceptsof SMI. Thespatial model, asitsname
suggests, uses the properties of space as the basis for mediating interaction. It
was proposed as away to control the flow of information of the environment in
CVEs(collaborativevirtual environments). It allowsobjectsinavirtual worldto
govern their interaction through some key concepts: medium, aura, awareness,
focus, nimbus, adapters, and boundaries.

Aura is the sub-space that effectively bounds the presence of an object within
agiven medium and actsasan enabl er of potential interaction. In each particular
medium, itispossibletodelimit theobserving object’ sinterest. Thisareaiscalled
focus: “the more an object is within your focus, the more aware you are of it.”
Thefocusconcept hasbeenimplementedinthe SMI asan“ideal” trianglelimited
by the object’s aura.

Inthe same way, it ispossible to represent the observed object’ s projectionin a
particular medium. Thisareaiscalled nimbus: “themorean object iswithinyour
nimbus, themoreawareitisof you.” Thenimbusconcept, asdefined inthe SMI,
has always been implemented as acircumference in avisual medium. Theradio
of thiscircumferencehasan“ideal” infinitevalue, althoughinpracticeitislimited
by the object’s aura.
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Theimplementations of these concepts—focus and nimbus—inthe SM1 did not
have in mind human aspects, thus reducing the level of coherence between the
real and the virtual agent behavior.

Themain concept involved in controlling interaction between objectsis aware-
ness. One object’s awareness of another object quantifies the subjective
importance or relevance of that object. The awareness relationship between
every pair of objectsisachieved on the basisof quantifiablelevelsof awareness
between them, and is unidirectional and specific to each medium. Awareness
between objects in a given medium is manipulated via focus and nimbus.
Moreover, an object’s aura, focus, nimbus, and hence, awareness can be
modified through boundaries and some artifacts called adapters.

Making the Visual Perceptual Model More Human-Like

There are many factors that contribute to our ability as humans to perceive an
object, some of which are directly working on the mental processes, being not
easily modeled or reproduced in avirtual world. Some key concepts of human
perception have been analyzed before determining which one of them could be
introduced in our visual agent’ s perceptual model. These concepts, selected for
being the more representative of human visual perception, are (Herrero & de
Antonio, 2002, 2003b; Herrero, de Antonio, Benford, & Greenhalgh, 2002;
Herrero, 2003):

*  Visual Acuity: Representing the general “ senseacuity” inavisua medium,
the visual acuity isameasure of the eye’ s ability to resolve fine detail and
isdependent upon the personitself, theaccommodative state of theeye, the
illuminationlevel, andthe contrast between target and background (Howarth
& Costello, 1997).Virtual agentsthat exhibit thisproperty would beable, for
instance, to perceive a message written on a notice board, only if the
distance from the agent to that notice board is within the visual range of
perception.

. Lateral Vision: Representing the general “sense transition region” (STR),
thelateral vision correspondsto thevisual perceptiontowardstheextremes
of thevisual focus. Virtual agentsshould exhibit thischaracteristictoavoid
anomal ous behaviors, for example, thosethat will happenif an agentisnot
aware of and cannot interact with another agent who is inside the lateral
vision area, but out of the visual focus.

e Visual Filters: Theseallow theselectionfromall theobjectsinan extensive
focus of only those that the agent is especially interested in.
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From these three factors, this section concentrates on the two first concepts
(visual acuity and|ateral vision) without eluding thethird one(visual filters) when
the perceptual model has been developed and implemented for IVAS.

Reinterpreting the SMI’'s Key Concepts

Neither the SMI nor its implementations are considered aspects of human
perception. Thus, if the SMI were applied just asit was defined by Benford, the
level of coherence between real and virtual agent behavior would be minimum.
Somefactorsconcerning human-like perception havebeenidentified, providing
amore believable perception.

In this section we describe the human factors considered and how the key
concepts defining the SMI have been modified to introduce these factors.

Visual Focus—Benford introduced thefocus concept in 1993 as. “ Themorean
object iswithin your focus, the more aware you are of it” (Benford & Fahlen,
1993). Thisconcept meant that the observing object’ sinterest for each particul ar
medium could be delimited. According to thisdefinition, thefocusnotionisthe
areawithinwhichthe agent perceivesthe environment. I n previous sections, the
work of sensitive perception in human beings has been analyzed, and from this
analysis, some physical factors—which should have an effect on the physical
area delimiting the observing object’s interest—have been selected. These
factors are sense acuity and the sense transition region.

Starting from thefocusconcept inthespatial model, and bearing in mind previous
implementations, for example by Greenhalgh (1997), where focus was imple-
mented as a cone, sense acuity and sense transition regions have been intro-
duced. Wewill define anew mathematical function to represent the human-like
focusconcept. Thismathematical function (Equation 1) will be described by the
following set of variables and parameters, and is represented in Figure 3:

o (u, My u,) Representsthe agent’ seye positionina3D system of reference.

. Dm Represents the agent’ s visual resolution acuity distance.

*  (xY,2) Represents any point inside the focus.

. 6 Represents the angle delimiting human foveal vision.

. 6 Represents the angle delimiting human vision: foveal and peripheral
vision.

* s Represents the object’s size.

In theimplementation of the model, we have separated global focus, which has
infinite length, from specific focus, associated with each agent. The length of
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Equation 1.
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global focusislimited by theaura, whilethelength of specificfocusislimited by
each agent’s physical factors.

When the agent perceives an object in the environment, perception will be
different depending on the areain which the object islocated. Both the object’s
orientation (Figure 4) and the area in which it is located (Figure 5) play an
important role in determining the perception of the object.

As Figure 3 shows, two different cones can be distinguished, the internal cone
(with angle 6") representsthe agent’ sfield of vision without lateral vision, and
theexternal cone (with angle 0) representstheagent’ sfield of visionwithlateral
vision (STR). Both cones have been implemented as functions delimiting the
agent’ svisual perception area. Starting from someexperimentsrunfor “TheOld
Man” (Herrero, 2003), the origin of the coneswill be placed at an eighth part of
the object’s height (above the nose and in between the agent’ s two eyes).

In Figure 5, the Area of Perception (AP) indicates whether an object is within
thefocus, and, inthis case, within which areait islocated. For our purposes, we
haveimplemented afunction that checkswhether an object isinsidethe agent’s
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Figure 4. Agent’s eye orientation and object’s position
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Figure 5. Physical focus with lateral vision (distance component)
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focus, andifitis, thenthisfunctionwill indicate the areawithin whichthe object
is located (foreground or transition region). This function will allow us to
determine whether the agent can detect an object becauseitisinsideitsfield of
vision. If theagent’ sobjectiveisnot just to detect the object, but alsoto perceive
some details of the object, we will also be interested in the clarity of the
perception that the agent has of the object.

Considering medium homogeneity, it has been found that, while in a homoge-
neous medium, the focus shape is uniform and corresponds to a cone, whereas
in a heterogeneous medium, it could have discontinuous transitions between
regions with different densities. We are not going to deal with heterogeneous
mediain our model.

Our initial equation considersthat the cone orientation is parallel to the y-axis.
Otherwise, this approach will be avalid subject to the previous rotation of the
axes according to Euler’s Rotation Theorem.
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*  Visual Nimbus: Benford introduced the nimbus concept in 1993 as: “ The
more an object is within your nimbus, the more aware it is of you”
(Benford & Fahlen, 1993). This concept meant that the observed object’ s
projection for each particular medium could be delimited.

The nimbus concept, as defined in the Spatial Model of Interaction, has always
been implemented as a circumference in both visual and hearing media. The
radius of thiscircumference hasan “ideal” infinite value, althoughin practiceit
islimited by the object’ saura. Just aswith the above-mentioned focus concept,
the nimbus concept in the SMI does not consider any human factors, thus
hypothetically reducing the level of coherence between real and virtual agent
behavior. We are going to represent the nimbus of an object as an ellipsoid
(Equation 2, Figure 7) or asphere (Equation 3), depending on the conic by which
it iscircumscribed (Figure 6), centered on the object’ s geometrical center. The
way of determining which conic has to be associated with each object in the
environmentistolook for the bounding box that hasbeen associated to thisobject
in the environment. If the bounding box is a rectangle, the nimbus has been
approximated asan ellipsoid; if thebounding box isacircle, then the nimbuswill
be approximated as a sphere.

The nimbus radius, or its eccentricity if it is an ellipsoid, will depend on two
factors: the object’s shape and the furthest distance at which a human being
would be able to distinguish the object. This distance is determined by visual
acuity, which dependsontheobject’ ssize; thus, indirectly, thenimbusconicwill
depend on the object’s size as well.

Where (m, m , m) representsthe object’ sgeometrical center, (a,b,c) represents
the ellipsoid parameters and R represents the sphere radius (when a=b=c=R).

Figure 6. Nimbus representations for geometric objects

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of ldea Group Inc. is prohibited.



Design of Believable Intelligent Virtual Agents 191

Figure 7. Physical nimbus representation

Equation 2.
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Visual Clarity of Perception

This section concentrates on the sensitive perception block introduced previ-
ously. The sensitive perception module simulates the typical process by which
organisms receive sensations from the environment. Sensation usually refersto
theimmediate, relatively unprocessed result of stimulation of sensory receptors
in the eyes, ears, nose, tongue, or skin. Sensitive perception depends on some
relevant sensorial concepts (Figure 8): human factors such as visual acuity,
lateral vision, and visual filters; physical factors such as the distance between
the object and the position of the agent’s eye (deye-object); object’s factors;
and adaptors (Herrero & de Antonio, 2002, 2003b). The deye-object distance
and clarity of perception, in general, should be considered key conceptsin an
agent’s perception because it introduces more realism, believability, and effi-
ciency. For example, it will be necessary to check its value to know if an agent
can read a notice board at a fixed distance. Moreover, making awareness
dependent on this factor istotally new; no other model had it in mind before.
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Figure 8. Sensitive perception

Bewical AnChieer fibjert
inside the Facta:
. Enwironment
4

w L'; A

= W
Him o Factors u R Sdaptors
Perceptual Infor mat ion

about the object n
the Ernv ronment

Clarity of perception isameasurement of the ability to perceive an object inside
the agent’s visual focus, as well as the clearness of this perception. Once an
object’s nimbus intersects with the agent’s focus, the sensitive perception
module will calculate the clarity of perception for this object.

The process of human visual perception iscontinuous, and the size of theimage
on the retinawill continuously depend on the distance between the eye and the
object to be perceived. Therefore, from the sensorial point of view, if clarity of
perceptionistheability to distinguish what kind of object isbeing perceived, then
it should depend on the object image that human beings have on the retina.
Moreover, as the retinal image decreases continuously with the eye-object
distance, then the clarity of perception will decrease continuously with this
distance as well. But the size constancy phenomenon has al so been taking into
account, by means of which the object’s size tends to appear constant in spite
of it changing with distance. Thisfactor will imply that the clarity of perception
will fall still moresmoothly. Following theresearch conducted by Levi, Klein, and
Hariharan (2001a), a Gaussian has been proposed as the function to describethe
variation in the clarity of perception with the eye-object distance (Figure 9,
Equation 4) for a fixed object’s size in the foreground region, where di
represents the minimum distance necessary to have a clear perception of an
object and d2 represents the maximum distance necessary to have a clear
perception of an object. In Figure 9 it is possible to appreciate that the level of
detail startsdecreasing (between d2 and d.), and starting from d4 the eye cannot
perceiveal most any detail from any object. MoredetailsaregiveninHerrero and
de Antonio (2002, 1003b) and Herrero (2003).

Theclarity of perceptionfunctioninthetransitionregion hastotakeinto account
the presence of peripheral vision. Peripheral vision, as mentioned above, is
paying attention to what is happening at the periphery of your field of vision. In
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Figure 9. Clarity of perception relative to distance inside the focus
foreground region
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this area you may become aware of movement, but you are less aware of color
and contrast distinctions. Following the research by Levi et al. (2002b), another
Gaussian hasbeen proposed asafunctionto describethevariationthat theclarity
of perception has with the distance eye-object (Figure 10, Equation 5) in the

lateral region. More details are given in Herrero and de Antonio (2002, 2003b)
and Herrero (2003).

Figure 10. Clarity of perception relative to distance inside the focus
transition region
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Cognitive M odule

Gaining Believability Through Cognition

Perhaps, the OZ project (Bates, Loyall, & Bates, 1994) may have been thefirst
real project on believable agentsin interactive environments. Bates introduces
the concept of believable agents, meaning that a viewer or a user can suspend
his or her disbelief (Loyall & Bates, 1997).

The Oz project simulates a small world whose inhabitants, spherical avatars
named Woggles, are built through a goal-directed, behavior-based architecture
for action. This architecture is coupled to a distinct component for generating,
representing, and expressing emotion, based on Ortony’s Cognitive Theory of
Emotions (Ortony, Clore, & Collins, 1988). By and large, they claim that
personality and emotions are the most important aspects of believability to add
to social behaviors (Reilly & Bates, 1995; Reilly, 1997). This project intendsto
make it easy to build characters with specific personalities, using the minimal
representation for them.

In this framework, individuals are assumed to behave differently in the same
emotional state or the same interpersonal relationship, or may feel different
emotions in similar situations because of current behavioral features.

Oneof theissuesthat they havefacedisthat many emotionsof variousintensities
often exist simultaneously (Bates, 1994), and they have had to find ways to
combinetheseto get one or two primary overall emotions of adequate clarity to
express a coherent internal state.

Ontheother hand, The Cyber Cafe (Rousseau & Hayes-Roth, 1997) introduces
the concept of synthetic actors. A synthetic actor may be autonomous or a
user’s avatar. An autonomous actor receives directions from the scenario and
other actors, and decides on its own behavior on the virtual stage with respect
to those directions (Hayes-Roth, Brownston, & Sincoff, 1995). An avatar is
largely directed by a user who selects actions to perform, although it also
receives directions from the scenario and from the other actors. In fact, the user
chooses the actions to be devel oped by the avatar, but the way to be carried out
is chosen by the avatar, depending on the character personality traits. These
actorsareabletoimprovisetheir behavior inaninteractive environment, andthey
own a repertoire of actions that are automatically planned to achieve each
activity. They even reflect aspects of personality traits and mood.

The ALIVE project (Maes, 1995) points out that how fancy graphics are may
belessimportant than how meaningful theinteractionsinwhich the user engages
can be. However, although one of the aims of ALIVE project isto visualize the
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maotivational and emotional state of an agentintheexternal featuresof theagent,
no seriouspersonality model hasbeen devel oped (it usesethol ogical mechanisms
tomaximizetheactor’ sability to reorganizeitsown personality, based onitsown
perception and accumulated experience). In fact, personality is not the main
interest of this project.

Another interesting system, Bodychat (Vilhdmsson, 1997), also triesto auto-
mate the communicative behavior in avatars. Here, the concept of intention for
this context is introduced. Intentions are described as a “set of control
parameters that are sent from the user’s Client to all Clients, where they are
used to produce the appropriate behaviour in the user’s Shadow avatars.”

Bodychat proposes an avatar as a partially autonomous entity, providing an
automated facial expression and gaze that depends on the user’s current
intentions, the current state and location of other avatars, itsown previous state,
and some random tuning to create diversity.

Improv (Perlin & Goldberg, 1996) offers an environment where an avatar can
generate motionsin real time; however, the conversation between avatarsis not
addressed. Improv provides tools to create actors that respond to users and to
each other inreal time, with personalitiesand moodsconsistent with theauthor’ s
goalsandintentions.

Improv ismorethan asimpletool for designing virtual actors. It allowsactorsto
have certain information about it and hisrelationship to hisenvironment stored
in an actor’s properties. With these properties, one may describe an actor’'s
personality, current mood, attitudes, and his relationship to other actors or
objects. The system uses decision rules to generate weighted decisions.

The Cognition and Affect Project proposes a much elaborated model for
describing human emotionality. Sloman and L ogan (1998) conjecturethat human
mental concepts(e.g., belief, desire, intention, experience, mood, emotion, etc.)
aregroundedinimplicit assumptionsabout an underlying information processing
architecture. They claimthat the normal adult human architectureinvolvesthree
main layers, each supporting different sorts of mental concepts: the first layer
isalsotheoldestinevolutionary terms, and isentirely reactive; the second layer
isdeliberative; thethird—perhapsthemoreoriginal and distinctivefeatureof this
architecture—is a reflective layer.

The Byrne system is another interesting related work (Binsted, 1999). It
presents an animated talking head for generating appropriate affective speech
and facial expressions, while retransmitting soccer matches, based on the
character’s personality, emotional state, and the state of the play.

The system does not make agreat effort to make the emotion component of our
system cognitively plausible. The goal of Byrneisnot to develop apsychologi-
cally realistic personality, but to generate a consistent character. Therefore,
Byrneismore folk psychology than modern cognitive science.
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Inside the character architecture, an emotion generation module can be found,
containing rules that generate simple emotional structures. These structures
consist of atype (amood), anintensity (scored from 1to 10), atarget (only when
the emoation is directed at some person or object), a cause (what caused the
emotioninthevirtual world), and adecay function (sharing Elliott’ sopinionthat
moods naturally return to default values over time (Elliott, 1997)).

Still, the authors consider moods as independent concepts, and face the i ssue of
having simultaneously contradictory, inconsistent valuesfor opposite concepts
(e.g., high simultaneous values for both happiness and sadness).

Finally, theway of generating an output emotion ischoosing that mood with the
highest intensity, in order to eliminatethepossibleinconsistencies. The problem
liesin the discarding of the rest of the not-so-high value moods. To stand up to
this situation, the authors propose to mix consistent emotional expressions, but
that is not always possible.

In summary, most of the above-mentioned models achieve a high degree of
expressiveness and believability at the expense of the user: when he/she hasfew
parameters to manage, his’her avatar loses in both expressiveness and believ-
ability; when he/she hasan awful lot of them, it becomesimpossibleto properly
control all of them, even having a powerful model.

An Archetypal Architecture for the Cognitive Module

Inorder toidentify an architecturefor thismodule, thefirst issueto betakeninto
account isthekind of behavior control desired for thewholeagent. Initial trends,
mainly influenced by systemssuch asNewell and Simon’ s(1963) GPS, gaverise
to deliberative ar chitectures. These architectures are based on the following
premise: “asystem able to manipulate a symbolic representation of itsenviron-
ment, describing the goalsand meansto satisfy them, could be ableto exhibit an
intelligent behaviour.”

Thiskind of “reasoning” yielded excellent resultsin small simulations or very
specific contexts, but showed some scalability limitations in more realistic
scenarios. The main reason lies in the necessary assumption of the calculative
rationality property (Russell, Subramanian, & Parr, 1993). Grosso modo, this
property states that, from an observation of the environment carried out in a
moment t, an action decided as a result of a deliberative process would be
optimum always, since it was executed in that moment t. That is, during the
processof deliberation, theenvironment shoul d not changeto maintainthe action
optimality.

These limitations make this kind of architecture somewhat suitable for time-
demanding applications, such as most VESs. For this reason, in the early 1980s
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arose the first trends questioning the viability of symbolic reasoning-based
approachesto obtain “intelligent” behaviors.

Brooks (1991) assesses that problem solving through the use of symbolic
abstractions of the universe provides simplistic representations of it, only valid
for toy prototypesand impossibleto scal e. Thus—alwaysaccording to Brooks—
representationisawrong abstraction unit to buildthecoreof intelligent systems.
The VE itself would be a better model instead of arepresentation of it. Thisled
him to the proposal of reactive ar chitectures, based on a model of stimulus-
response.

However, despite the fact that this approach has provided excellent results in
empirical applications, itisnot freeof important disadvantages, which makeit not
appropriate for anumber of contexts (Jennings, Sycara, & Wooldridge, 1998).

Viewing thelack of both alternatives, at the beginning of the 1990s appeared the
trend of using hybrid architectures, the most common alternative hitherto in
VEs. Thiskind of approach combines reactive skills—so to provide fast critic
responses—and deliberative processes—to elaborate complex, less time-de-
manding plans.

Hybrid architectures commonly present an internal layered structure. The
number and design of these layersisvery much dependent on the context of the
system, but it isusual to find three layered architectures, generally horizontally
arranged, with adistribution similar tothe oneproposedinthefollowing (al so see
Figurell):

. Reactive L ayer, which provideswith dynamic responses according to the
changes perceived in the VE.

. Deliberative Layer, to analyze the current situation, taking into account
theagent goalsandinterests, anditspersonal skillsto structure plan-shaped
solutions.

* Social Layer, to cope with the current situation, taking into account the
potential interactionswith other agentsinthesystem, to structurealso plan-
shaped solutions.

According to how one accesses the input information and to the output
generation, thelayer distribution of the proposed architecture could beclassified
ashorizontal, giventhat all of them are ableto simultaneously perceivetheinput
datafrom the perceptual model and, also, all of them produce concurrently their
action proposals towards the effectors.

As a matter of fact, that action proposals communication is not directly
performed to the effectors, as shown in the Figure 11. From our point of view,
it is more convenient to carry it out through an intermediate element, noted as
scheduler, shared by the three mentioned layers, and whose responsibility isto
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Figure 11. General architecture of the agent, centered in the cognitive
modul e
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sort and sequence the actionstowardsthe effectors. Maybe this schedul er could
have been part of the effectors, but the dimension of the decisions to be made
init makesit more convenient to includeit inside the cognitive module.

Regarding the interaction among every architecture block, grosso modo—
detailed later—we could identify the following basic communication flows:

*  Thethreelayers—reactive, deliberative, and social—accessthe following
from the perceptual module notifications: state changes, events, and
information.

e  The social and deliberative layers process the input and, according to
certain factors analyzed later, produce new goals and propose potential
plans to satisfy them, each from their own particular perspective.

J Inturn, according to the established goal s, indicateto thereactivelayer the
general guidelines of it behavior to be coherent to those goals.

e This reactive layer, mainly from the perceived input by the perceptual
module and from the behavior guidelinesreceived, also can propose to the
scheduler the actions considered appropriate.

*  Thescheduler collectsthe plans and actions proposed and structures them
to avoid conflicts among them, trying to maximize the agent behavior.

J From the agenda generated, the scheduler is able to provide the effectors
with the selected actions in the convenient order.

One of the main features of the architecture, as will be seen further on, is that
itisvalidfor any kind of IVA, avatar, semi-autonomousand autonomous. Infact,
the autonomy of the agent depends on the number of actionsit is able perform
on its own in the VE, from none—avatar—to all its possible actions—pure
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autonomousagent. The semi-autonomy ispossibl e since explicit mechani smsof
agent behavior characterization are provided, to perform user-delegated
functionalities, whereas the user’s activity can be processed as a high priority
input.

Therefore, the coherence of the agent behaviors will be based on three
fundamental pillars: (1) the agent knowledge/beliefs maintenance, to support
and justify its behavior; (2) the automated update of the values of those
information structures throughout the precise correlations among them, de-
signed ad hoc; and (3) the management of the agent needs and beliefs jointly,
in order to originate the appropriate actions in every one of the layers.

Reactive Layer

The aim of the reactive layer is to respond quickly to changes in the state
perceived by the agent. These changes are normally produced by internal or
external events and/or the acquisition of new information. Itsimportance arises
from the existence of some situations in which an immediate response is
required. The time available for such a reaction is so limited that it will be
insufficient torunaplanning process. Infact, at thislevel, neither theelaboration
of new plansnor theexplicit eval uation of alternative behaviorsisconsidered at
al.

Inside of the reactive layer, two kind of different reactive processes could be
distinguished, depending on the voluntary natureimplicit in the responses:

. Reflex Processing: Under certain changes in the environment, from the
current beliefs and concerns of the agent, this one is able to produce
appropriate responses with a very low level of voluntariness. Thisisthe
kind of pre-attention reactionsthat Allen (1999) considersjust enough for
an agent to survivein environmentsin which these generic solutions often
do not fail. However, by definition, the environment in which the agent is
situated and acts may not be deterministic, and its knowledge about it may
belocal (Rao & Georgeff, 1995), and even could be incomplete or wrong.
Therefore, the execution of a certain action in a given moment will not
necessarily lead to the situation (the environment state) hoped/desired by
the agent.

e Conscious Reactions Processing: The agent is also able to react against
situationsnot directly triggered by outcomesor arrivalsof information, but
rather owed to the existent beliefs about the current state (beliefs) and
about past states (history), always according to their specific concerns.
Thus, this kind of behavior implies a slightly upper degree of reaction
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Figure 12. Agent’s reactive layer architecture
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consciousness. It could al so mean the proposal of one or more actionsto be
executed, sometimes as preconceived reactive mini-plans.

The schema of the specific architecture corresponding to the reactive layer
proposed is depicted in Figure 12. Besides the two main processes described
before, the rest of its components and interfaces are analyzed below.

Beliefs

Conceptually, thesekindsof beliefsarequitesimilar tothoseof theBDI (Belief-
Desire-Intention) architectures(Georgeff, Pell, Pollack, Tambe, & Wooldridge,
1999). They represent the agent information about the more likely state of the
world. They are essential because of the world dynamism and the local
perspective of theenvironment—many eventsout of the agent perception sphere
must also be taken into account and remembered.

Itis preferable to deal with beliefs instead of managing knowledge, because it
is assumed that an agent’s beliefs could be wrong or incomplete, whereas
knowledge should be correct. Besides, agents in the past perceived a limited
view of the environment: they are neither prescient nor omniscient.

Taking into account itssituation in aVE, the kinds of beliefsthat alVA should
manageincludenot only information—boththe essential andthetransitory one—
about objects, places, individuals, and the current situation of thel VA itself, but
also emotional or emphatic information itself and others, such as personality
traits, moods, physical states, attitudes, and soforth (Imbert & de Antonio, 2000).
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Thereactivelayer isprovided by the perceptual modulewith pertinent informa-
tion, mainly changes of the perceived environment. These changes are
appropriately stored as beliefs, becoming the input source for both reflex and
conscious reaction processing. Of course, given the assumption of the incom-
plete nature of beliefs, some parameters concerning the data confidence degree
and temporal validity could be associated with the information saved.

History

History refersto all the knowledge managed by the agent dealing with circum-
stances that took place in the past. Considering the history of the agent as a
directed graph, linear from the present point towardsthe past, and branched from
the present towards the future (Wooldridge, 2002), history is indispensable to
maintain coherence in its behaviors with regard to past events. Thus, it is a
cornerstoneto obtain believability intheagent behavior (incoherenceintheagent
behaviorsduring thetimeisamajor cause of unbelievability, quantitatively worse
than not having fancy avatars or scenarios).

History is maintained by the events perceived and filtered in the perceptual
module, stored in the appropriate format to allow reasoning from them. This
information, at thislevel, isonly relevant for the conscious reaction processing,
asfar asreflex processinginvolvesexclusively immediate, instinctivereactions.

Concerns

Concerns deal with the behavior interests of the agent. Concerns are not goals:
a goal is an aim for the agent, something that the agent intends to achieve;
concerns, however, describe behavior guidelines. Their essenceissimilar tothe
concerns in MINDER1 (Wright, 1997), but here they are considered more
process-independent (infact, the agent could work evenif no concernisdefined,
whereas for Wright the existence of concerns is unavoidable).

Dueto their structure, concerns allow the control of the rest of the agent layers
over the reactive one. In the reactive layer, concerns are only consulted, never
modified. Hence, depending on the active agent concerns, introduced at design
time, or by other layersat runtime, thereactivelayer isableto exhibit believable
behaviors according to their deliberative and social strategies.

Thus, for instance, alogical reflex reaction against an arm prick would beto take
away the arm just to avoid the pain; however, when the goal isto be vaccinated,
the concern of “ suffering some pain” may bewarranted. In other words, the new
goal could raise the associated threshold of pain. These thresholds could be
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determined by default through the values of the personal characteristics—
personality traits—that determine the guidelines of the specific behavior of the
agent (stored among the beliefs).

Therefore, at the reactive layer, the concerns will transmit the desires of the
agent designer to its behavior and adjust the reactive behaviors—reflexes and
conscious—according to the deliberative and social strategies.

Deliberative Layer

Given that having an agent with only areactive layer is not always enough to
exhibit abelievablecomplex behavior in most situations, itisusual toincorporate
a deliberative layer to respond to long-term goals and deal with elaborated
plans. That meansthat the deliberative layer works with goals without extreme
timelimitations—that is, assuming the calcul ativerationality property.

Intheagent deliberativelayer, the scope of the planningisto achieve somegoals
from the personal skills of the agent, that is, without taking into account the
capabilities of other avatars to solve its own aims.

Two main processeswork sequentially inside thislayer, as shown in Figure 13:

. Deliberative Goals Generator: This opportunistic process takes into
account possiblechangesintheenvironment, local beliefs—mainly regard-
ingitspersonal sphereinformation—past history, activegoals, and current
concerns to propose new goals to lead the future agent behavior. In
addition, at the same time that new goals are generated, new concerns
could be produced or the values of existing concerns could be modified to
enable the achievement of the goal. Thus, in the previous example, when

Figure 13. Agent’s deliberative layer architecture
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the new goal of “being vaccinated” isincorporated into the agent’s goals,
the threshold of the concern “pain resistance” could be raised a bit. This
processisalso ableto perceive whether an existing goal isstill interesting
for the agent or not, and to maintain or suppress it according to its
considerations.

J Deliberative Planner: Once a set of goals is available, the second
processinside the deliberative layer beginsits operation. The deliberative
planner builds acomplete plan to achieve every goal using asfact baseits
beliefs, information about past history, and concerns. Whenever new
intermediate goal semerge during the planning processand thedeliberative
planner is unable to build plans to achieve them, this planner will include
theminthegoalsbaseto allow other layerstolook for aplanfor them. This
processal so supervisesthe set of available goal sto eliminate non-executed
plans from the plans base whenever their original corresponding goals
have been removed from the goals base.

Thisdeliberativelayer, likethereactive one, managestheinformation contained
inthebeliefs, history, and concerns. Regarding the concerns, thislayer is, unlike
the previous one, able to add and modify them. But also two new structures
appear at thislevel.

Goals

Goals represent adesired final state of the agent, that is, the motivation of the
agent. Obviously, goals may be added during the execution of the agent and,
therefore, dynamism in its motivation is considered. Technically speaking,
consistence among goalsis presupposed, given that dealing with inconsistence
isahard issue, avoidableif the aim isjust to achieve believable behaviors.

This base of goals contains goals with diverse scope of resolution. It is the
planner at every layer (inthiscase, the deliberative planner) who will decidefor
which goalsaplanmay bebuilt. It will trust other layersto managetheremaining
goals. Thus, the goals managed at thislevel could be achieved by using only the
agent’ sown information and skills.

Plans

Every timethe deliberative planner builds aplan or subplan for one of the goals
of the goals base, it isincorporated to the plans base. Asfar as different layers
are building plans from the same set of goals, alternative plans could co-exist
inside this set of plans.
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It is important to note that plans are conceived taking into account the agent
beliefs, history, and concerns. So, personal characteristics of the agent are
considered in that process, and the kinds of plans resulting will show coherent
behaviors, increasing believability.

These planswill be collected by the scheduler, which will sort them to compose
the agent’s agenda.

Social Layer

Theupper layer of the proposed architecture for the cognitive modul e deal swith
the fact that VEs are usually crowded with avatars, and that those avatars once
interacted among them. That is, thislayer exploitsthe coincidence of the social
nature of both agents and avatars in VESs.

From its general definition, an agent is able to solve a specific kind of problem
autonomously. However, asocial behavior—interactions, negotiations, coopera-
tions—is considered away of increasing the agent performance. It is also one
alternative to achieving higher goals, out of the scope of every single agent.

Therefore, the first main difference of thislayer regarding the deliberative one
isitssocial nature, visible in the existence of componentsto generate goals and
plansfrom asocial point of view:

*  Social GoalsGenerator: Thisgoal generator hasasimilar functionality to
its peer in the deliberative layer, but taking as input beliefs upon the other
ones—their perceived personality traits, moods, physical state—and the
attitude of the avatar towards them, along with memories about past
interactions (history), other active goals, and current concerns. Thus, the
goals generated—goals with an evident social nature—will be “personal -
ized” for the agent and, therefore, closer to the goals expected for that
agent by ahuman user. Naturally, the social goals generator possesses the
same attributes as its deliberative peer with regards to proposal or
modification of concerns and existing goals management.

*  Social Planner: Theaim of thesocial planner isto generate plansfor every
goal present in the goals base—note that, at the end, all goals, regardless
of their origin, are maintainedinacommon goal base, allowing thedifferent
plannersto propose alternative plansfrom their particular perspective, but
always according to the agent’s social skills. The plans built will be
maintained in the same structure as the deliberative ones, as long as the
scheduler isindifferent against the origin or nature of the plan.
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Figure 14. Agent’s social layer architecture
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The proposed architecturefor the social layer isoutlinedin Figure 14. Thereare
obvious similarities between the general structure of thislayer and the delibera-
tive one, as far as their main differences lie in the data managed and the
processes’ internal working.

Conclusions

The design and implementation VEsis an intricate task. To the usual—and not
trivial—difficultiesof any big system, many particular characteristicsof thiskind
of software (distributed nature, complex graphicsdesign and handling, technol -
ogy novelty) areadded. Totopit all, the need of increasing the system usability
by automating some of its roles forces the inclusion of some sort of synthetic
characters ruled by agents provided with an autonomous behavior.

This decision entails two additional difficulties: (1) the agent should verbatim
substitute a human user, and all or a part—depending on the agent’ s degree of
autonomy—of his/her perceptual, cognitive, and behavioral skills should be
replicated or, at least, simulated; and (2) any human user inside the VE should
feel everything perceived isbelievable, even those agent-ruled avatars, in order
toimprovehis/her presenceinthevirtuality, oneof thereasonsof usingthiskind
of system.

Therefore, the design of these IVAs should be supported by a believability-
oriented solid architecture. The believability inan VA must be strengthened in
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the design of all of its modules—perceptual module, cognitive module, and
effectors—but the main charge lies in the first two.

Hence, the architecture proposed develops a human-like perceptual model for
IVAs based on one of the most successful awareness models in computer-
supported cooperative work (CSCW), called the Spatial Model of Interaction
(SM1) (Benford & Fahlen, 1993). This perceptual model extends the key
concepts of the SMI, introducing some factors typical from human being
perception such as sense acuity, sense transition region, and filters, as well as
reinterpretating the key conceptswith the aim of using them asthe key concepts
of an IVA’s human-like perceptual model.

This perceptual model also introduces a new concept, which has been called
clarity of perception (CP), as away of having a measurement of the ability to
perceive an object inside the agent’ s area of perception, aswell asthe clearness
of this perception that it is possible to get fromit.

Unlikeother perceptual proposals, limited to 2D environmentsand/or not facing
up to some relevant human perceptual factors, the proposed perceptual model
allows an VA to perceiveits 3D environment and surrounding objectsin real-
timewithahuman-likeclarity of perception, givingit thechanceto react tostimuli
in its environment, as well as to respond to interactions with the real world,
making it morebelievable.

With regards to the cognitive process, a three-layered horizontal architecture
has been proposed, based on the most usual model of hybrid architectures for
agents and extended with indispensable characteristics for IVAs. The architec-
tureallowspersonalized behaviorsinthreelayersof abstraction, frominstinctive
reactivebehaviorstointeractive social behaviors, also giving achanceto several
kinds of planning processes.

For these purposes, the cognitive module makes use of diverse sources of
information, each of them with its particular degree of trustworthiness. Thus,
some conceptslikebeliefs, past history, goals, and plans are adapted to thiskind
of software. Also, the concept of concern is introduced as a key feature to
personalize the behaviors and to allow an easy-to-use coordination mechanism
between layers.

Still, most of the cognitive architectures proposed to date are focused on the
understanding of the human reasoning processes, forgetting the significant
influence of emotion and affection on human behavior. The proposed cognitive
model allows one to take the input information filtered and processed by the
perceptual module, and structure it to act reactive or proactively, exhibiting
personalized and believabl e behaviorsnot affordabl e by purerational processes.
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Abstract

This chapter proposes an architecture for the development of intelligent
virtual environments for training (IVETS) which is based on a collection of
cooperative software agents. The first level of the architecture is defined
as an extension of the classical intelligent tutoring system architecture that
adds a new world module. Several software agents are then identified
within each module. They communicate among them directly via messages
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and indirectly via a common data structure that is used for the collaborative
development of plans. Some details are provided about the most remarkable
interactions that will be established among agents during the system's
execution. The proposed architecture, and its realization in a platform of
generic and configurable agents, will facilitate the design and
implementation of new IVETS, maximizing the reuse of existing components
and the extensibility of the system to add new functionalities.

| ntroduction

Computer-based training is a promising application area of three-dimensional
virtual environments (VEs). These environments allow the studentsto navigate
through and interact with avirtual representation of areal environment inwhich
they have to learn to carry out a certain task. They are especially useful in
situations where the real environment is not available for training, or itisvery
costly or risky. A good exampleistraining of nuclear power plant operators. A
multi-user virtual environment also allowsfor teamtraining. Anintelligent virtual
environment for training (IVET) results from the combination of a virtual
environment and an intelligent tutoring system (ITS). IVETs are able to
supervise the actions of the students and provide tutoring feedback. The
intelligent tutoring component of an IV ET usually adoptsavirtual representation
(a pedagogical virtual agent) that inhabits the environment together with the
virtual representations of the students (avatars).

The development of three-dimensional virtual environments has a quite short
history, dating fromthebeginning of the’ 90s. Theyouth of thefield, together with
the complexity and variety of the technologiesinvolved, have led to asituation
in which neither the software architectures nor the devel opment processes have
been standardized yet. Therefore, ailmost every new system is developed from
scratch, inanad-hocway, with very particular solutionsand monolithic architec-
tures, and in many casesforgetting the principles and techniques of the software
engineering discipline(Munro, Surmon, Johnson, Pizzini, & Walker, 1999). Some
of the proposed architecturesdeal only partially withthe problem, sincethey are
centered on aspecific aspect likethevisualization of the VE (Alpdemir & Zobel,
1998; Demyunck, Broeckhove, & Arickx, 1999) or the interaction devices and
hardware (Darken, Tonessen, Passarella, & Jones, 1995).

As aresult, current VEs lack many of the desirable quality attributes of any
softwaresystem, such asflexibility, reusability, maintainability, or interoperability.

The size and complexity of VEswill continue to increase in the future, making
this situation even worse. Many researchers and devel opers of VEs are starting
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to recognize the need of asoftware engineering approach to the devel opment of
VEs (Brown, Encarnagao, & Schneiderman, 1999; Fencott, 1999; Sanchez,
2001).

In particular, there is a need to define “standard” architectures in order to
facilitate the development of individual components by different teams or
organi zationsthat may havedifferent skillsand knowledge. Thedevel opment of
anew VE will then consist of the selection and adaptation of existing compo-
nents, and their assembly and integration. In this way, components will be
reusable, the system will be flexible to be extended with new components, and
theinterfacesamong componentswill beclearly definedtofacilitateinteroperability
of possibly very heterogeneous components.

Unfortunately, wearestill very far fromthisideal state. Given the broad variety
anddiversity of VEsandtheir applications, and taking into account that they may
require different architectures, we have decided to restrict the scope of our
research to a certain type of VEs, namely virtual environments for training
(VETS).

The goal of thiskind of VEsisto train one or more students in the execution of
acertaintask. They are especially useful inthose situationsin which trainingin
the real environment is either impossible or undesirable because it is costly or
dangerous. Let’'s consider as an example training the operators of a nuclear
power plant in the execution of maintenance interventions. In the real environ-
ment the trainees would be subject to radiation, which is of course unacceptable
for their health, and additionally it would be impossible to reproduce some
mai ntenance interventions without interfering with the normal operation of the
plant.

In VETS, the supervision of the learning process can be performed by human
tutorsor by intelligent softwaretutors, also known as pedagogical agents(inthis
casewewill call itan IVET). Those pedagogical agents, inturn, can beembodied
andinhabit thevirtual environment together with the studentsor they can bejust
apiece of software that interacts with the student viavoice, text, or agraphical
user interface. Some pedagogical agents have been developed to date, in some
cases with quite advanced tutoring capabilities. One of the best knownis Steve,
developed in the Center for Advanced Research in Technology for Education
(CARTE) of the Intelligent Systems Division of the University of Southern
California(USC) (Rickel & Johnson, 1999, 2000).

Recently, we conducted an experiment (M éndez, Rickel, & de Antonio, 2003) in
reusing Steve, in a new virtual world, HeSPI, which was developed indepen-
dently. Stevewascarefully designed to be easy to be applied to new domainsand
virtual worlds. It wasoriginally applied to equi pment operati on and mai ntenance
training on board avirtual ship. Subsequently, it was significantly extended and
appliedtoleadershiptraininginvirtual Bosnia. However, theleadershiptraining
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application was designed with Steve in mind. In contrast, HeSPI (de Antonio,
Ferre, & Ramirez, 2003) was developed independently as a tool for planning
maintenance interventions in nuclear power plants. HeSPI's virtual avatars
were developed using Jack, a human simulation tool distributed by EDS.
HeSPI' s design was also carefully thought out so that different user interfaces
could be easily connected to the system. Two user interfaces were devel oped,
one of them using voice recognition and conventional mouse, keyboard, and
monitor, and another one using a 3D mouse and shutter glasses. Thus,
HeSPI+Steve looked like a good test bed for evaluating the degree in which
nowadays VEs and pedagogical agents can be easily ported and made them
interoperate.

All through the integration, we encountered several problems. For example,
there were undesired behaviors due to the fact that both Steve and HeSPI
performed redundant actions. Therewerecontrol and synchronization problems.
Steve required some information that HeSPI could not provide and vice versa.
Many of these difficulties stemmed from the fact that their underlying architec-
tures and their external interfaces were not totally compatible. Our conclusion
from this experiment was that there is effectively a need for standard architec-
turesdesigned to facilitatereusability, extensibility, and interoperability among
components.

Component-based standard architecturesinthefield of educational softwareare
not new. In the last few years, we have witnessed the activity of several
standardization organizations all around the world, like the IEEE Learning
Technology Standards Committee (LTSC) (www.ltsc.ieee.org), which pro-
posed the Learning Objects Meta-data (LOM) Specification; the IMS Global
Learning Consortium Inc. (www.imsglobal.org), creators of the Learning Re-
source Meta-Datalnformation Model; ARIADNE (Alliance of Remote I nstruc-
tional Authoring and Distribution Networksfor Europe (www. ariadne-eu.org);
or the AICC (Aviation Industry Computer-Based Training Committee,
www.aicc.org), authorsof the Computer Managed I nstruction (CM1) Specifica-
tions, Course Structure Format, and CMI| Data Model. These standards and
specifications were further integrated by the ADL (Advance Distributed
Learning) co-Laboratory, created by aU.S. initiative, to give birth to SCORM
(Sharable Content Object Reference M odel, www.adlnet.org), whichisincreas-
ingly being recognized as an international standard for e-learning applications.

However, these standards have never taken into account the special character-
istics and needs of educational software based on VES. They are oriented
towards Web-based e-learning coursesinwhichtheinteractivity with the student
is restricted to navigating through the materials (Web pages) and answering
tests.

The work that we present in this chapter is a first step towards the goal of
defining standard architectures for IVETSs.
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An Architecture for VETs Based
on the Architecture of
Intelligent Tutoring Systems

Our approach to the definition of an architecturefor VETsisbased on the agent
paradigm, as opposed to the SCORM and other standards approach that is based
on the object-oriented paradigm. The rationale behind this choiceis our belief
that the design of highly interactive VETs populated by intelligent and autono-
mous or semi-autonomous entities, in addition to one or more avatars controlled
by users, requires higher level software abstractions. Objects and components
(CORBA or COM-like components) are passive software entities that are not
able to exhibit the kind of pro-activity and reactivity that is required in highly
interactive environments. Agents, moreover, are less dependent on other
componentsthan objects. An agent that providesagiven service can bereplaced
by any other agent providing the sameservice, or they can even co-exist, without
having to recompile or even to reinitiate the system. New agents can be added
dynamically providing new functionalities. Extensibility is one of the most
powerful features of agent technology. The way in which agents are designed
makes them easier to be reused than objects.

Our work drawsfrom theresultsobtainedinthe MAPI project (“Model o Basado
en Agentes Cooperativos paraSistemas| nteligentesde Tutoriacon Planificacion
Instructiva,” funded by CICY T from 1996 to 1999) andiscurrently being funded
by the Spanish Ministry of Science and Technology through project MAEVIF
(TIC00-1346). In MAPI we designed an architecture based on cooperative
agents for the tutoring component of intelligent tutoring systems in which

Figure 1. Architecture of an ITS

Student M. Expert M.

L Tutoring M.

Communication M.

% Student
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communication among agentstook placethrough ashared blackboard structure.
Starting from the idea that a VET can be seen as an ITS (an IVET), and the
pedagogical agent in an IVET can be seen as an embodiment of the tutoring
module of an ITS, our first approach towards extending the MAPI architecture
for IVETs was to define an agent for each of the four modules of the generic
architecture of an ITS (see Figure 1).

ThelTSarchitecture, however, doesnot fit well with therequirementsof IVETs
in several aspects:

. IVETs are usually populated by more than one student, and they are
frequently used for team training. An I TSisintended to adapt the teaching
and learning process to the needs of every individual student, but they
interact with the system one at atime. However, in amulti-student IVET,
the systems would have to adapt both to the characteristics of each
individual student and to the characteristics of the team.

e Thestudent moduleshould model theknowledge of eachindividual student
but also the collective knowledge of the team.

J Thestudentisnot really out of thelimitsof thel TS, butimmersedinit. The
student interactswiththelVET by manipulating anavatar withinthe [IVET,
possibly using very complex virtual reality devices such as HMDs (head
mounted displays), datagloves, or motion tracking systems. Furthermore,
each student has a different view of the VE depending on their location
withinit.

e Thecommunication moduleinan I TSisusually realized by meansof aGUI
or anatural languageinterfacethat all owsthe student to communicatewith
the system. It would be quite intuitive to consider that the 3D graphics
model is the communication module of an IVET. However there is a
fundamental differenceamongthem. Inan|VET someof thelearninggoals
may be directly related to the manipulation and interaction with the 3D
environment, while the communication module of aclassical ITSisjust a
means, not an end. For instance, anuclear power plant operatorinan IVET
may havetolearnthat in order to openavalve, hehastowalk to the control
panel, which is located in the control room, and press a certain button.
Therefore, the ITS needs to have explicit knowledge about the 3D VE, its
state, and the possibilities of interaction with it.

As a first step we decided to modify and extend the ITS architecture by
considering some additional modules (see Figure 2).

First of all, we split the communication moduleinto aset of different viewsfor
all the students, plus a particular communication thread for each student and a
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Figure 2. Extended ITS architecture for IVETs
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centralized communication module to integrate the different communication
threads. Then we added a world module, which contains geometrical and
semantical information about the 3D graphical representation of the VE and its
inhabitants, aswell asinformation about theinteraction possibilities. Thetutoring
moduleisuniqueto be ableto make decisionsthat affect all the students aswell
astutoring decisionsspecifictoacertain student. Theexpert modulewill contain
all thenecessary dataand inferencerul esto maintain asimulation of thebehavior
of the system that is represented through the VE (for example, the behavior of
anuclear power plant). The student module, finally, will contain an individual
model for each student as well as a model of the team.
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An Agent—Based Architecture for IVETs

Taking the extended architecture of the previous section as areference, the next
step was to decide which software agents would be necessary to transform this
component-oriented architecture into an agent-oriented architecture. In an
agent-oriented architecture, each agent is capabl e of performing acertain set of
tasks, and iscapabl e of communi cating with other agentsto cooperate withthem
in the execution of those tasks.

Our agent-based architecture hasfive principal agentscorrespondingto thefive
key modules of the extended I TS architecture:

e A Communication Agent

e A Student Modeling Agent
e A World Agent

e An Expert Agent

e A Tutoring Agent

Each of these principal agents may relate to, communicate with, and delegate
some tasks to other subordinate agents, giving rise to a multi-level agent
architecture.

In this way, the communication agent will delegate on a set of individual
communication agents dedicated to each student. The students can choose
among several interface devices for the interaction with the environment,
ranging from the simple monitor + mouse + keyboard combination to the most
complex and immersive virtual reality combination: head mounted display +
motion tracking + dataglove + voicerecognition. Thereisaset of device agents
to managethedifferent devicesthat can be used tointeract with the environment
and make the system independent of any specific combination of interaction
devices. There is also a connection manager agent that is responsible for
coordinating the connections of the students.

The student modeling agent is assisted by a:

. Historic Agent, responsible for registering the history of interactions
among the students and the system.

. Psychological Agent, responsible for building a psychological profile of
each student, including their learning style, attentiveness, and other person-
ality traits, moods, and emotions that may be interesting for adapting the
teaching process.
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. Knowledge Modeling Agent, responsible for building a model of the
student’ s current knowledge and its evolution.

e Cognitive Diagnostic Agent, responsible for trying to determine the
causes of the student’s mistakes.

The world agent is related to the:

e Objects and Inhabitants Information Agent, which has geometrical and
semantical knowledge about the objects and the inhabitants of the world.
Thisagent, for instance, will be ableto answer questions about thelocation
of the objects or their utility.

. Interaction Agent, which has knowledge about the possible interactions
with the environment and the effects of those interactions. For instance, it
will be able to answer questions like, “What will it happen if | push this
button?’

. Path Planning Agent, which is capable of finding paths to move along the
environment without colliding with objectsor walls.

The expert agent, inturn, isrelated to other agentsthat are specialistsin solving
problems related to the subject matter that is being taught to the students. This
isone of most variable componentsinan IVET. Underlying the virtual environ-
ment, one or more simulation agents arein charge of simulating the behavior of
the system that isrepresented through the virtual environment (for example, the
behavior of the nuclear power plant). In many IVETs the goal of the systemis
to train students in the execution of procedures. In our prototype for nuclear
power plants, for instance, the goal is to teach ateam of operators to execute
some maintenance procedures. In this case, the expert agent should be able to
find the best procedure to solve a given malfunctioning situation, and thisis
achieved by aplanning agent that isableto apply intelligent planning techniques
like STRIPS. If the IVET was to be used for teaching Chemistry, for instance,
theexpert agent should have knowl edge about the chemical elementsand should
be able to plan and simulate reactions.

Thetutoring agent, finally, will be assisted by a:

e Curriculum Agent, which has knowledge of the curricular structure of the
subject matter.

*  Several Tutoring Strategy Agents, which implement different tutoring
strategies.
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Figure 3. Agent-based architecture for IVETs
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Figure 3 shows how the extended ITS architecture is transformed from a
modular point of view to an agent-based architecture.

Inthe next sectionswe discussin moredetail some of the moreimportant aspects
and functionalitiesthat haveto be considered in the design of an IVET, and how
we have dealt with them in our agent-based architecture. Throughout these
sectionsmoredetail swill be provided about therol e played by some of theagents
and the interactions that will be established among different agents.
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Management of Multiple Views

Thefact that multipleuserswill be simultaneously connected to the system poses
interesting challengesto the system architecture. Aswe mentioned before, each
student will be provided with a particular view of the VE. We assume that each
student will berepresented inthe environment by agraphical avatar, and his/her
point of view will be located on the avatar’ seyes. Theinteraction of the student
with the environment will be performed mainly with his/her hands (pushing
buttons, picking up objects, etc.). In our prototypes we have decided that one
student will only see the hand/s of his/her avatar, while he/she will see the full
body of the other students’ avatars.

In order to build and update a given 3D graphical environment view, we need
several essential pieces of information:

*  Theposition and orientation of the student within the VE
*  Thedirection of the student’s gaze

*  The position and gesture of the student’s hand/s

e The position of other students

*  The actions performed by other students

One possihility for dealing with these information requirements in the system
architecture is to have a centralized component that collects this information
fromevery student, buildsacommon representation of theenvironment, and then
sends to each student’s view the updates. This task could be performed by the
central communication agent in the architecture of Figure 3. Theproblemisthat
the centralized component becomes a bottleneck and has to deal with synchro-
nization and consistency problems. Another possibility istohaveall thestudents’
views communicate directly among them. Whenever an important event occurs
inoneof theviews, therelevant informationisbroadcast to the other views. This
option isillustrated by the link among the 3D graphical environment viewsin
Figures2and 3, anditisthe onethat we have chosento optimizethe performance
of the system.

I ndividuality vs. Collectiveness

Having multiple simultaneous users raises a new question that needs to be
addressedinthedesignof anIVET: thedegreeof individuality versuscollectiveness
that will be allowed in the tutoring component. In the most general case, we can
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find asystemthat can be used both and simultaneously by individual studentsand
by teams. In our prototype for nuclear power plant operators, for instance, there
must be afirst phase in the training in which each individual student uses the
systemtoacquireor confirm general knowledge about radiation and radioprotec-
tion. Then, several activities can be posed that requiretheintervention of ateam
of operators. Two issues have to be taken into account in thiskind of situation:

J First, how to coordinate the different students that conform a team, so
that one team activity can be initiated. Different students may be located
on different places, they may connect to the IVET at different times, and
their learning process may be on different stages. On the other hand,
different students may have different profiles and learning goals. For
instance, one operator may be learning to operate a crane while another
operator may be learning to measure radiation.

e Second, how the tutoring component is going to supervise the activity
of individual students and teams. Are all of them going to share a tutor
orisitgoingtobeonly onetutor for all the students? And what isthe effect
of this decision on the architecture of the system?

In order to solve the first question, the curriculum agent must know, for each
collectiveactivity, the number of studentsinvolved and theroleto be performed
by each of them. In turn, the knowledge modeling agent must have knowledge
about the learning profiles or roles of each student. Then, when a new student
tries to connect to the IVET, the connection manager agent asks for the name
or identification of thestudent and informsthetutoring agent. If thetutoring agent
decides that some students are ready to learn a certain activity, it asks the
curriculum agent for the number and roles of the participants involved in the
activity. Each student must choose one participant with one of his/her roles. Then
we can have two possibilities:

e wait for the required number of students with the proper roles to be
connected to the system,

e substitute any missing student with astudent role agent that is ableto play
that role.

In the first case, the connection manager agent is endowed with the goal of
registering newly connected students for the pending activity, after checking
with the tutoring agent if they areready to learn that activity, and informing the
tutoring agent as soon as the required number of students with the proper roles
is connected.
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This solution has the disadvantage of having to adapt the learning speed of one
student to the others’, but the advantage of promoting real team learning and
social exchange among the students.

The second option may be advisableif thelearning speed of the studentsisvery
different or if thereisarole in one activity for which there is not any student
enrolled in the course.

Regarding the issue of having only one or many tutors, we believe that having
many embodied tutorsmoving around theenvironment, onefor each student, may
bevery disturbing. Ontheother hand, each student should receiveindividualized
advice. Having only one embodied tutor that has to supervise and talk to many
students may imply that the tutor is all the time running from one student to
another. We have chosen an intermediate solution. Since each student has a
particularized view of the system, it is possible to show something only in one
student’ s view but not in the others’. Then, each student will only see one tutor
dedicated to him/her. The tutor will follow the student along the VE, it will
observethe student’ sactions, and it will talk to him. For one student it will look
asif the other students were not being supervised.

Problem Solving within
the Environment

The main kind of learning activity in an IVET consists of the tutoring agent
describing aninitial state of the system to the team of learners and asking them
to find away to reach a desired goal. For instance, the tutoring agent may ask
the team to stop the reactor, or to change a contaminated filter. Solving the
problemwill require each of theteam membersto execute acertain set of actions
in an appropriate order. As an example, changing the filter requires a cleaning
operator to enter the controlled area and clean the surroundings, a radioprotec-
tion operator to measure the radiation level close to the filter at certain points
during the change procedure, a couple of mechanical operators to disassemble
the filter cartridge and extract the filter, and so on.

A straightforward solution for the expert agent is to have a predefined plan or
sequence of actionsfor each possible problem. Thetutoring agent will then have
to check whether the students’ actions adjust to the plan or not. However, this
solution restrictsthe number of possibleproblemsthat thetutoring agent can pose
to the student to the ones that have predefined solution plans. A more critical
drawback of thissolutionisthat many timesdifferent plansmay bevalidtoreach
the desired goal (even if they are not equally optimum in terms of time spent or
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radiation exposure, for instance). Whenever a student executes an action that
was not in the predefined solution plan, the system should be able to determine
whether itispossibletoreach thedesired goal fromtheresulting state or not. The
kind of tutoring actionto betaken greatly dependsonthis. Theonly way to make
the system flexible enough to deal with apossibly unlimited number of problems
and with unpredicted student actions is to provide the expert agent with the
capability of finding the solution for any problem in real time. The expert in
solving planning problemswill bethe planning agent (aplanning problem canbe
defined as finding an optimal sequence of actions to reach a desired goal state
fromagiveninitial state).

Initially, thetutoring agentisinterestedinfinding out aplantoreachacertainfinal
stateinthe VE fromthe current state. The plan consists of asequence of actions
that the student can perform in the VE. Three kinds of agents will be involved
in the planning process: the tutoring agent, the planning agent, and what we call
action agents. Each action agent is specialized in a certain set of goals, so that
it knows one or more actions that can satisfy each one of goals belonging to this
set. Asaworking hypothesis, we assumethere isnot more than one action agent
that can satisfy a goal (Hypothesis 1). In our system, we have three action
agents: the simulation agent, the path-planning agent, and the interaction agent.
The interaction among these agents will be carried out by means of a shared
blackboard and asynchronous message passing. During the planning process, the
planning agent will coordinate action agents.

The path-planning agent can determine whether the avatar that models the
student in the VE can walk from a position of the VE to another position of the
VE. Hence, this agent will be in charge of satisfying goals of the type
Is_In_Position(X, Y), and for that it will use the action Move_To((X, Y),
(X., Y))). Althoughthe VE isa 3D virtual world, the displacements of the avatar
will always be done over afloor or plane. For that reason, we will only use two
coordinates to specify the position of the avatar. Besides, as we assume it is
always possibleto movethe mannequin fromapositionto any oneinthe VE, the
preconditions of the operator Move_To((X, Y), (X, Y)) are true.

In addition, the actions of the interaction agent are the basic actions that the
avatar can do in the VE except for moving from one position to another, for
instance, press a button, pick up an object, insert acard in acard reader, etc. In
order to make hierarchical planning possible, some basic actions can be grouped
intotasksor higher-level actions. The simulation agent will usethelatter type of
actions. Let’ sseean exampleto clarify the difference between basic actionsand
tasks. We suppose it is necessary to raise the temperature of a reactor in a
nuclear power plant, andto carry out that, an operator must goto the control room
and press a certain button. We consider raise the temperature of the reactor
to be atask, and go to the control room and press button X to be basic actions.
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The planning process is inspired in the STRIPS algorithm (Fikes & Nilsson,
1971). However, our planner accomplishes a breadth search in the state space
instead of a depth search; the reason for this is that we are not interested in
obtaining any plan, but the best plan. To implement the breadth search, the
planning process will maintain a search tree in which each node will include a
stack of goalsand actionsin STRIPS style, astate, and theplantoreach thisstate
(seeFigure4). nsomedomains, thecomputational cost of building such asearch
tree may betoo high; therefore we will work with domainsin which the size of
the state space is manageable. In order to allow the agents to carry out
concurrent operations over the search tree, the tree is encapsulated in a
blackboard.

The planning process will begin when the tutoring agent introduces in the
blackboard an empty parent node, and a child node for each different order of
the goals that describe the desired final state and are not in the initial state. In
addition, each child node will contain the description of theinitial state and an
empty plan. Then, thetutoring agent asksthe planning agent to begin the planning
process. Next, the planning agent notifies the action agents that there are new
goalsinthe blackboard (the tops of the stacks in the leaf nodes of the tree). We
call these goals active goals. Now, the action agents read all the active goals,
and check whether they can satisfy any of them by using one of the actions that
they know. It is noteworthy to mention that these read operations can be
executed concurrently. If an action agent can satisfy an active goal by means of
an action, this agent will carry out the following steps:

1. Addchildnodestothenodethat comprisestheactivegoal; adifferent child
node will be created for each possible different order of the preconditions
of the action. If any child nodeisalready present in the search tree, it must
not be added to the tree.

2. For each child node:

2.1. Theground action, theground conjunction of theaction preconditions
and a different order of the ground preconditions are pushed in its
stack.

2.2. Check whether the goal in the top of the stack holds in the state
included in the node. If it does, the goal is deleted, and Step 2 is
repeated if the top of the stack isagoal. Otherwise, if the goal does
not hold, Step 3 is executed.

2.3. If thetop of the stack isaconjunction, check whether the conjunction
holds in the state included in the node. If it does, the conjunction is
deleted. Otherwise, a fail node notification is sent to the planning
agent, and this operation ends.
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2.4. 1If the top of the stack is a ground action, the action is removed from
thestack, itisintroducedintheplanof thenode, anditisappliedtothe
state of the node; next, go to Step 2.2.

3. Notify the planning agent of this operation (satisfied goal notification).

In Step 2.4 wemust distinguishaparticul ar caserel ated totheactionMove_To((X,,
Y), (X, Y)). Thisaction will not be completely grounded in the stack, but only
thelatter two argumentswill be constants. Thisisdueto thefact that thisaction
is used to satisfy a goal with the scheme Is_In_Position(A, B), so X/A and Y/
B. Inorder to bind thefreevariablesof theaction beforeintroducingitintheplan,
the plan will be examined to find thelast bound action Move_To included in the
plan. From this bound action, the latter two arguments (constants) will be
extracted, and they will be used to bind the free variables. Otherwise, if thereis
not abound action Move _Tointhe plan, theinitial position of the avatar will be
used to bind the free variables.

Thanks to Hypothesis 1, several agents may execute these steps over the
blackboard concurrently because different |eaf nodesareinvolved. Onthe other
hand, if an action agent cannot satisfy a certain active goal, the agent will report
it to the planning agent. In thisway, the planning agent will be able to find out
about whether there is a node in the tree whose active goal cannot be satisfied
by any agent (fail node). Inthiscase, the planning agent will deletethefail node,
performing the backtracking; if the deleted nodeisthe last not-empty node, the
planning agent will detect theinitial problem hasno solution. Whenthe planning
agent receives a satisfied goal notification, it will tell action agents that the set
of active goals has been modified. Then, as soon as possible, the action agents
must read the new set of active goals. It could happen that an action agentisusing
an obsol ete set of activegoals. However, itisnot difficult to seethissituationwill
not be problematic due to Hypothesis 1. Moreover, the planning agent must be
able to notice the search tree has been completed. In that situation, the set of
active goalsis empty; hence, when the action agents try to obtain this set, after
receiving asatisfied goal notification, they will obtain an empty set. Then, they
have to notify the planning agent of this event, so that this agent will be able to
determine the best plan for theinitial problem. Finally, the planning agent will
report the best plan to the tutoring agent.

According to the explanation presented above, the blackboard must support four
operations:

. Initializethe blackboard.

e Obtain the active goals that were not examined by a certain agent yet.

*  Satisfy someactivegoals: for each goal, aground action must be provided.
e Obtain the best plan.
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Figure 4. Planning agents and blackboard
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Path Planning

After obtaining the plan, thetutoring agent will have the sequence of actionsthat
each student hasto carry out intheV E to solveaproblem. However, thetutoring
agent will also need to know the best tragjectory for each displacement that the
avatar must carry out in the VE. In this way, the tutoring agent will be able to
check whether thetrajectory followed by the student intheV E isacceptabl e, that
is, whether it is close enough to the best trajectory for each movement. The
agentsincharge of generating thetrajectorieswill bethe path-planning agent and
the objects and inhabitants information agent.

The objects and inhabitants information agent contains ageometrical model of
the VE expressed by means of several graphs. These graphs will have been
obtained prior tothe planning processfrom geometrical informationrelated tothe
VE.

We assume the VE to be divided into several rooms (sub-environments) joined
by doors. Then, we use a graph to model the accessibility among the rooms
(environment graph). Furthermore, we use a different graph for each room to
model theaccessibility of thedifferent positions (roomgraph). Inorder to obtain
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the room graphs, we model each room as a 2D grid in which each free square
correspondsto anode of the graph. We decide whether asquareisfree by using
the projection over the floor of all the objects existing in the room. In thisway,
if apart of the projection of an object isinside a square of the grid, this square
will not be free. Besides, an edge between two nodes A and B is added to the
graphif thetwo squares associated to the nodes shareasideinthegrid. Thesize
of the squares must be adjusted correctly. Otherwise, if the squares are too big,
some feasible trajectories may be considered wrong; or if the squares are too
small, the computational cost of the search process that will be explained later
will increaseunnecessarily. Inaddition, the processto obtainthegraphsfromthe
3D information of the VE can be complete automatically.

The trajectory for each 2D movement included in the plan will be determined
after working out the whole plan. Before starting to generate the tragjectory for
acertain 2D movement, it will be necessary to update the graphs according to
the actions to be executed prior to the 2D movement in the plan. For example,
if the position of atable is changed, the previous position of the table may be
traversed by atrgjectory afterwards. As the planning agent does not know the
semanticsof theactions, itwill tell theinteraction agent to decideif itisnecessary
to updatethegraphsaccordingto each bound action. Inturn, theinteracti on agent
will notify the objects and inhabitants information agent of the changesin the
position of the objects in the 3D world, so that the objects and inhabitants
information agent can modify the graphs.

After theupdate of the graphs, the path-planning agent must find out whether the
movement traverses more than oneroom. If it does, the path-planning agent will
use the environment graph to obtain, if it exists, the sequence of rooms that the
avatar must traverse from his initial position to his final position. Next, the
trajectory across each room must be obtained. For this, the room graphswill be
used. If the movement traverses just one room, the unique graph to use will be
the graph associated to this room. In order to work out the path between two
nodesinthegraphs, the A* algorithm (Hart, Nilsson, & Raphael, 1968) isapplied
under the assumption that all the edges’ weights are one, and using as heuristic
function the Euclidean distance. Each time the path-planning agent needs to
know thenodesdirectly connectedtoanodeinagraph, it will ask it to the objects
and inhabitantsinformation agent.

The A* algorithm outputs a sequence of nodesthat the path-planning agent will
translate into a sequence of points or trajectory in the VE with the help of the
objects and inhabitants information agent. Thistrajectory will be saved into an
XML file, sothat thetutoring agent can employ thisinformationto supervisethe
movements of the students later on.
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Coordination Among Agents
During the Supervision Stage

Oncetheexpert solutionfor agiven activity hasbeen calculated, the VET enters
the supervision stage, inwhich:

e The individual communication agents will observe the behavior of the
different team membersand will inform the tutoring agent about it through
the central communication agent.

*  Thetutoring agent will comparethereal behavior to the expected behavior
provided by the expert agent, and it will evaluate the adequacy of each
student’ s behavior.

*  The historic agent will register the actions performed by each student.

*  Theknowledgemodeling agent will infer and model the state of knowledge
of each student, with the help of the cognitive diagnostic agent in case of
errors.

e The psychological agent will use the behavior of the student to infer
psychological characteristics.

e The tutoring strategy agent will decide on the next step to be taken,
considering the last actions of the student (provided by the historic agent),
his/her state of knowledge (provided by the knowledge modeling agent),
his/her psychological state (provided by the psychological agent), and the
learning objectives and structure of the subject matter (provided by the
curriculum agent). The decision might be to wait for new actions of the
student, to usethe embodied tutor to give ahint, to congratul ate the student,
to explain why something was wrong, and so forth.

Development of a New IVET

One of the advantages of the proposed architecture is that it has allowed us to
build abasic infrastructure of agents that work as a runtime engine. In order to
develop anew IVET, it will be the author’ s responsibility: to select the desired
agents among the available ones (for instance selecting the tutoring strategy
agent that implementsthedesired tutoring strategy); to configurethe parameters
that govern the behavior of those agents (for instance the duration of the session,
the number of mistakes that will be allowed before the tutoring agent tells the
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student the correct answer, etc.); to provide the data specific to the new IVET
and subject matter (the geometrical model of the VE, the curriculum, the actions
that are possible in the new VE and their effects on the simulation, etc.); andin
the worst case to create new agents and register them in the platform.

Therequirementsfor thenew |VET under devel opment should bedriven by real -
world studies (Economou, Mitchell, Pettifer, Cook, & Marsh, 2001), and these
requirementswill drive, inturn, the design decisionsregarding the configuration
and adaptation of agents.

Asaprototype application of our tool, we have devel oped atraining system for
nuclear power plant operators. We had previously developed this system from
scratch in 1999, during a one-year period. The re-development using our
infrastructure has taken just a few weeks, and the achieved functionality is
superior. For instance, the previous implementation was for only one user, the
tutor was not embodied, and the communication tutor-student was restricted to
correction feedback. The decrease in development time and the increase in
functionality suggest that we have successfully achieved our aim. A thorough
experimental evaluation of the effectiveness of the solution is out of the scope
of this chapter.

Practical Realization

The agent-based architecture for VETs that was described in the previous
sections has been implemented with a combination of quite heterogeneous
technologies. The agents have been implemented in Java, and the direct
communication among them hasbeenrealized using the Jade platformwith FI PA
ACL messages. The 3D VE and avatars have been modeled with 3D Studio Max
andimportedinto OpenGL format with aspecifictool developedfor that purpose.
Thevisualization of the 3D models, animations, and i nteractionsare managed by
a program in C++, making use of the OpenGL graphical library. Microsoft’s
DirectPlay library has been used for direct communication among the different
3D graphical environment viewsinorder totakeinto account themovementsand
actions of the other students for real-time update of each view. Microsoft’s
Directlnput has been used to manage some interaction devices, namely the
mouse, keyboard, andjoystick. The head-mounted display and datagloveinputs
and outputs are managed by specific libraries. Communication among the C++
VE and the Java agents is performed by using a middleware of CORBA
objects.
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Conclusions

An agent-based architecture is proposed in this chapter for the design of
intelligent virtual environmentsfor training. Therootsof thisarchitecturearein
the generic architecture of an intelligent tutoring system that has been first
extendedtobeapplicableto | VETS, and hasthen been transformedinto an agent-
based architecture by the identification of the set of generic agents that would
be necessary to accomplish the tasks of each module. Some detailsare provided
about the most remarkabl e interactions that will be established among agents
during the system’ sexecution, namely the collaborative planning to find expert
solutions to the situations and goal s posed to the students, the determination of
trajectories for the movements across the VE, and the supervision of the
student’ s behavior. Some peculiar aspects are also discussed, such as the way
to manage multiple viewsin amulti-user environment or the way to balance the
individual versusthe collective aspectsin the system’ s functioning.

The proposed architecture, and its realization in a platform of generic and
configurableagents, will facilitatethe design and i mplementation of new IVETS,
maximizing thereuse of existing componentsand the extensibility of the system
to add new functionalities.
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Chapter | X

Construction of
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Virtual Environmentst
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Abstract

In this chapter, we give an overview of some of the issues that face
programmers and designers when building collaborative virtual
environments (CVEs). We do this by highlighting three aspects of CVE
system software: the environment model (data structures, behaviour
description) that the system provides, the data-sharing mechanism (how the
environment model is shared), and the implementation framework (the
structure of a typical client or platform in terms of the services it provides
to the user). When a CVE system is designed, choices have to be made for
each of these aspects, and this then constrains how the designers and
programmers go about constructing the CVE worlds themselves. We present
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the main body of the overview by using examples that highlight many of the
important differences between CVE systems. We will also relate our
discussion to the common topics of network topology and awareness
management.

| ntroduction

A collaborative virtual environment (CVE) is a computer generated, three-
dimensional space within which a geographically distributed set of users can
interact in real-time. Many different types of CVEs can be found in use today,
from online computer gamesto military simulations. The content and behaviour
of different CVEs are very wide-ranging because of the different demands of
the application. The primary requirement of an online computer game might be
rapid response so that the gameisfluid and enjoyable. The primary requirement
of a military simulation might be verifiability and consistency so that the
simulation can bestudied for tactical purposes. Thesedifferent applicationsthus
require very different systems to support the CVE and they use quite different
types of programming model and description languages.

In this chapter we look at the structure of CVE systems and how the structure
constrains and informs the role of the designers and programmers of CVEs. A
CVE system is a software suite upon which a number of different CVEs can be
built. A particular CVE system, suchasamilitary simulation built aroundtheDIS
system (see p. 251), is best suited to support one particular class of CVE. Thus
although gamescan, and have, been built on DI S, itisnot themost common CVE
system for such applications.

Building a CVE system presents many interesting challenges. A CVE system
needsto present audio, video, and potentially haptic datato participants. A CVE
system needsto support interactive and reactive capabilities so that the CVE can
respondto the participant and present aninterestingworld. Andwhil st doing both
input and output in real -time, the CV E system al so needsto distributeall thedata
to multiple users at different sites so that they can collaborate.

The types of datainvolved in describing a CVE and the requirement to be both
real-time and distributed means that CVE systems are afield of study in their
ownright, andthey are somewhat distinct from other typesof distributed system.
For example, CVE systems typically generate high volumes of small data
packetsthat need to bedelivered at very low latency with amixture of reliability
requirements. Faced with potentially overwhel ming amountsof datato maintain,
CVE systemsfocus on only managing dataconcerning thelocal surroundings of
each participant. In practice this means reducing the complexity of datawithin
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the system, and taking advantage of thelimitation of display systemsand human
perceptual capabilities so that only important, perceivable data are generated.

Inthischapter wewill look at how typical CVE systemsarebuilt. We emphasise
commonalities and differences between different CVE systems, and how these
impact upon the role of the designers and programmers of the actual CVEs. We
will describethedifferencesbetween CV E systemsby focusing on three aspects
of the design of a CV E system: the environment model for describing the CVE,
the data-sharing mechanism to support distribution of CVEs described in that
model, and the implementation framework of the CVE system. We introduce
each of these aspects in turn in the following section. We then give an
introduction to some of the main real-world i ssuesto consider when devel oping
a CVE system. The following three sections then discuss environment model,
data-sharing mechanism, and implementation framework in moredetail. Each of
these sections will present two contrasting systems that illustrate some of the
main issues. Each section also presents the authors’ view of some of the main
research challenges in that area. We then devote a section to discussion of
scalability, the current challenge for CVEs, and finish by discussing some
requirements and prospects for the next generation of CVE systems.

Structure of a CVE System

In this section we elaborate on what we mean by the three aspects of a CVE
system: environment model, data-sharing mechanism, and implementation frame-
work. These three aspects can be summarised from a programmer/designer’s
point of view as: What data structures and programs do | need to write to build
my CVE? How does data get shared between the users and what do | need to
do to maintain the CVE? What application services are there within the system
and how do | use them? | dentifying these three aspects will allow usto contrast
various CVE systems and isolate conventions that are used, but which may not
always be explicit when the systems are described.

Environment Model

By environment model we mean the structures and properties by which the
programmersand designerswill describethe CVE. Thisinvolvesacombination
of data elements such as visual appearance and behavioural elements such as
the social interactions of asimulated human or amechanical part’soperation. It
doesnot include any of the mechanismsby whichthemodel isshared. It also does
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not include any specificsof implementation framework of the system. However,
aswe will see, the distinction between environment model and i mplementation
framework is often not explicit and varies from system to system.

Typically programmers and designers make a distinction between media assets
such as geometry, texture maps, and audio samples; properties, which are non-
renderable data that convey higher-level semantics such as weight or tempera-
ture; and behaviours, which describe changes to media assets and properties
such asthe change in location of a set of birdsin aflocking simulation.

The environment model thus allows a programmer and/or designer to author a
specificvirtual space. Asasimpleexample, themodel will usually allow aset of
mediaassetsto beidentified and located within a3D space, and it will allow for
theprocedural programming codeto describe behavioursthat indicate how these
mediaassetscan vary over time, by, for example, moving and changing volume.
An asset is thus usually a static item, generated by a modelling package (such
as 3D Studio MAX), and the behaviours, usually writtenin alanguage like C++,
Java, or Python give those media assets life depending on semantics given by
the properties. Ideally the programming code associated with the behaviour of
theenvironment will belargely independent of both the data-sharing mechanism
and the implementation framework.

This distinction between asset, property, and behaviour isagrossone, but it is
acommon onethat ismade in CVE systems. Thusthe construction of aCVE s
usually perceived to contain three tasks that require different skill sets. Thisin
turn meansthat constructing aCVE involves several iterations between model -
ling, programming, and labelling with semantics. Throughout thischapter wewill
refer tothe peoplewho develop the CV Esas programmersor designersto reflect
the spectrum of skills and tasks required.

Data—Sharing M echanism

Although several users can be supported off a single system, for examplein a
split screen situation, this does not fit with typical use of CVEswhere the users
are distributed and each user has significant local computing resources. This
requires the environment to be distributed and maintained between different
sites. As users alter the environment by interacting with it, those changes are
communicated to the other users machines so that every one experiences a
consistent environment.

There are two main classes of reason why thisis difficult to achieve. The first
classdeal swith communication speed. Network latency meansthat thedifferent
copies of the environment are never exactly the same, and indeed it takes work
to stop them diverging. One of the big distinctions between CV E systemsishow
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they deal with resolving ambiguity due to network latency, and how they then
forcethemodel sto become consistent. The second classisthat it simply may not
be possibleto enforce consistency of the environment with multiple parties. An
exampleis constraint-based interaction between two users. If two users pick up
arigidvirtual object at different pointsand pull in different directions, some part
of the environment has to break because the users cannot be physically
restrained. For example, either the object has to stretch, or one user has to be
forced to drop the object. Even if it is possible to avoid a model violation by
enforcing arule from the behaviours of the world, users might be surprised by
theresults. A more difficult problem isthat the model might not be computable
since processing is limited. Collision detection is a good example since the
computation required can be quadratic in the number of objects.

We will return to examples and issues in data sharing in the section on data
sharing onpage250. Atthisstageitisworth pointingout that themain difference
between systemsisin how many of the behavioursof the system can be assumed
when writing the data-sharing system. One obviousand commonimplementation
is simply to explicitly share all the data structures that form the environment
model. However this can be hard to make consistent since two users might
operate on the same object, resulting in two machines attempting to apply the
behavioural rulesinparallel. In contrast, if you can assumethat everyone knows
the behavioural rules of the environment, you can use higher-level events and
allow everyoneto re-interpret asingle high-level event asaseries of changesto
amodel. A very simple examplemight be“ Door 18 opens’ being communicated
and translated by all receiversinto “DoorGeometry18 rotates 120° about the Y
axisand DoorSound?2 playsfor 2 seconds,” with theimplicit follow up duetothe
game behaviours*“Zombies178-185 aretriggered and start |urching towardsthe
player.” High-level events are used because they save network bandwidth and
encapsulate a series of events that should not be separated. However they
introduceinflexibility intothe system.

Implementation Framework

Thefinal aspect of the CVE system that wewill exploreisintheimplementation
framework of the CVE system. By implementation framework we mean the
typical process or collection of processes that supports a particular user. Of
course, the implementation framework will depend heavily on the model and
data-sharing approaches, but even then implementation frameworks vary very
widely, and the terminology to describe them varies enormously (toolkit, plat-
form, component frameworks, etc.). The critical issue for us will be to isolate
where the locus of implementation of the environment’s behaviour lies. When
discussing themodelling of environments, we stressed the separati on of behaviour
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in the model. Implementation frameworks tend to vary on where environment
behaviour is described: it could be embedded in the world description and or it
could be hard-coded in the system itself. Typically behaviour is actually split:
some of the behavioursarefixed for most environmentsand othersaredescribed
alongside the environment. The implementation framework can facilitate both
types of description. An example of something that is relatively fixed is the
mapping from tracking information to location of body parts of an avatar. Asa
grosscharacterisation, thiswould usually be specified by aconfigurationfilethat
the implementation framework would read when it was started. The code for
mapping tracking to position of body partswould likely bewrittenin C or C++
becauseit would need to be executed inreal time at afrequency of around 60Hz.
An example of something that changes from world to world is behaviour of
autonomous characters. Because it encompasses a lot more wide-ranging
behaviour and is perhaps adaptive, this might be written in an interpreted
scripting language.

These two examples hint at a core problem. Frequently executed code needs to
be highly optimised because CV E systemsarereal time. However thereisavery
widerange of potential behaviours, and we might want to dynamically changethe
behaviour at run-time. Interpreted scripts are useful for dynamically changing
behaviour, and with some care they are easy to compose with other scripts.
Scripts can be changed whilst the system is running to allow rapid prototyping.
Interpreted scripts may not be so efficient as native code, so any scripting relies
on aset of servicesthat express static computational facilitiesthat can be called
uponduring execution.

Of coursethisis, again, agross characterisation. Application code, that is code
that changes from environment to environment, is actually most commonly
written in C or C++ and simply linked into the main system. This creates
monolithic applicationsthat, although efficient, aredifficult to maintain. Thisis
mainly because all of the clients of the CV E will probably need to have exactly
the same revision of the code. In the experience of the authors, synchronising
such clients is an onerous task. We note that scripting is one way to solve this,
because the scripts can be shared just as other parts of the environment model.

If application code changes from environment to environment, what is the
implementation framework responsiblefor? Theimplementation framework can
be considered to be a set of services that do specific jobs. A service that is
commonly separated out isvisual rendering. Thisisbecauseyouwould probably
want to run thisin parallel on a separate processor whenever possible because
it is the main bottleneck with today’s implementation frameworks. However
many other such services can be split off. Each service represents a logically
independent set of functionality that has its own requirements on performance
and update rate. The dVS architecture was an early CVE architecture that
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illustrates this (Grimsdale, 1991; Division Ltd., 1996). In dV S the system was
made up of a set of actors (processes), each responsible for a specific set of
functionality:

*  Visual actor renders graphical views of the object database.
*  Audio actor renders auditory views of the object database.

e 3D tracking actor manages tracking devices and processes their raw
data.

e Collision actor processes object movements and generates collide events.

. Body actor generates an object that represents the user within the
environment.

e Application actor contains the application-specific behaviour of the
environment.

. Physics actor simulates dynamic entities.

Each of these actors accesses a shared database of entities that represent the
media assets and properties of the application. These include visual geometry,
sounds, physicspropertiesand collision properties. When setting up amulti-user
session, some of these actors need to be instantiated more than once, and others
are singletons. Figure 1 shows an example configuration of a multi-user CVE
session. In the distributed setting, either with multiple machines supporting one
user or multiplemachinessupporting multipleusers, special agent actorshandle
communication. Agent actors only communicate necessary information for the
actors on the machine that they handle communication for.

Figure 1. Example actor configuration for a multi-user CVE session
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The architecture of dVS shows how an implementation framework can be
constructed from a set of orthogonal services, with the environment-specific
behaviour isolated from the majority of the services. For most CVEs built on
dVs, all of the actors except the application actor would remain the same.

Unfortunately most implementation frameworksare not designed with thislevel
of separation between the CVE system, which is general and stable, and the
particular CVE, which isvery specific and changing rapidly.

Real-World |ssues

Before describing CVE systemsin more detail, it isworth considering some of
the real-world issues that affect the design and implementation choices. It has
been observed that the design of a CVE is atrade-off between complexity and
real-time performance. CVE users and CVE programmers and designers push
the complexity of models, but often their expectations cannot be met and the
CVE looks artificial or limited. To investigate this trade-off, and to better
understand the nature of CVE systems, we consider three real-world issues.
Firstly we consider user expectations, that is, the type and quality of the
experience that users expect from a CVE. Secondly we turn these user
expectationsinto modelling requirements: the detail and quality of modelsthat
have to be supported. Finally we discuss platform limitations: those aspects of
modern computing platforms that most seriously impinge on the ability to
generate very high-detail and very high-quality CVEs.

User Expectations

The typical user of a CVE will probably be using a non-immersive virtual
environment (NIVE), perhaps agames consol e or adesktop PC. Rarer are users
of immersive virtual environments (I E) using head-mounted displays (HMD)
or spatially immersive displays (SIDs, commonly referred to as a CAVEs™).
However alot of the research and development work in CVE systemsisdriven
by the needs of 1VE users since CVE systems that support |VEs are often very
capable in terms of rendering and network bandwidth.

With both NIVEs and IVEs, the user’s first expectation is that the displays
(audio, video, etc.) represent a 3D environment within which they can interact.
This requires the displays to represent 3D as best they can (through lighting,
shading, stereo, occlusion, audio loudness, etc.), but moreover to be consistent
in how they dothisover timeandto present multi-modal cuessynchronously. Just
asin 2D human-computer interaction, the user of aCVE isgoingto havetolearn
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Figure 2. Smulation of a library environment. Users have very strong
reactions to the avatars despite the fact that the avatars have very simple
appearance and behaviours. Some users will attribute intelligence and
deep motives to the avatars.

some of the rules of the environment in order to interact with it. With an NIVE
for example, the user hasto learn how the controls (mouse, joypad, etc.) control
the display. For example, does the joystick move the user through the world or
the world around the user? There are then rules that have to be learnt about the
environment itself. For example, what is the layout of the building and what
objects are potentially dangerous?

Our second expectation concerns representation. We do not advocate photo-
realistic or hyper-realistic representations that mimic the real world. Primarily
thisisbecausethisisstill impossible, but evenif it were possible, it would not be
desirablein all situations. The behaviour of objectsis perhaps more complex to
describe than visual appearance, and if the objects look real, the users will
interpret the affordances of the object as they would in the real world (see
Tromp, Steed, & Wilson, 2003, for a discussion of how this can impact CVE
design). Of coursethisisatrade-off; the purpose of aCV E might beto convince
theuser that somethingisreally reactingtothem. In University CollegeLondon’s
social phobiawork (Freeman et al., 2003), avatarswith very simple representa-
tions, but complex behaviours, will cause stress for users who have discomfort
with speaking in public (see Figure 2).

Modelling Requirements

Thevisual quality of real-timegraphicshasimproved vastly over thelast decade.
Three-dimensional environmentsare now almost ubiquitousin video games, and
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the detail within them meansthat most of the effort of building agame now goes
on modelling, not programming. The detail in modelling is still a limitation,
especialy if the world takes on a realistic style. A case in point is the Sony
Computer Entertainment Europe game, The Getaway, whichinvolved morethan
20 person-years of effort just in modelling the cityscape—2110 kilometres of
roads in 50 square kilometres of central London (Coates, 2001).

The detail of geometry and appearance are thus one of our biggest limitations
when modelling. Scanning geometry from physical models and remote sensing
helpinsome areas, but even these need alot of input from amodeller. Similarly,
realism of behaviour isalso difficult. Behaviours are difficult to describe since
they must appear consistent with the scene. As an example, consider modelling
a human (commonly known as an avatar). The geometry and appearance may
be scanned and static shots of virtual characters can easily fool a viewer.
However, when such models move the illusion break down or if the user can
interact with them, they will quickly see that the avatar has a limited range of
expression.

So in both modelling geometry and programming behaviours, we have limits
based on the detail required. However as we have alluded to in the previous
section, users are quite forgiving of representation of objects and can operate
withlow detail modelsaslong asthey are consistent and understandable. Wecan
also exploit the fact that users have limited perceptual capabilities, so we can
reduce detail in the distance or for objects that are not visible.

Finally, wehave not touched on modelling of propertiesof objects. Thisismainly
because the requirements of platformsvary greatly on their need for properties.
Often properties are essential to label objects for the purposes of assigning
behaviour to them or having behaviour refer to them. For example even a
behaviour as simple as “make the avatar look towards the nearest window”
needs some mechanism that label s which piece of geometry are windows. This
would usually be done by adding a suitable property to window objects so that
behaviours can search for them.

Platform Limitations

In our discussion of issues so far, we have steered away from thorny issues of
the power of the machines implementing the CVEs. This is where most
programmersand designersspend their time: optimising aparticular environment
for a particular piece of equipment, being it a Nintendo Gamecube or an SGI
Onyx. However theboundarieshereare alwaysexpanding: more polygons, more
sound sources, and better behaviours. As machines get faster the users expect
consistency and behaviours from the environments the machine supports, and
the model s get more complex.
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There are some rules of thumb though. It has long been expected that the
platform will generate areasonable frame-rate. These daysthereislittle reason
not to aim for 50-60Hz or higher as consumer graphics cards have reached the
order of 108polygons per second. Thustoday the platform limitationsarein the
sizeof themodel that can usefully be held in memory and displayed, loading and
maintaining these models from disk or from the network, and in the CVE
situation, maintaining and animating many hundreds of moving entities. At the
time of writing, network and disk bandwidth are probably larger limitationsthan
rendering capability.

Choices for Environment M odel

In making aCV E we need to decide what the content of the CVE is, that is, what
we are going to haveto specify in order to describe the environment. Thevisual
appearanceisthefirst of these. An associated sound might be the second. These
are basic constituents of an environment model or scene description language.
However when it comesto describing a particular scene, we may want to label
or associate meta-data to particular objects to indicate other properties. A very
common exampleisthe solidity of an object. An object’ s visual geometry may
bevery complex with thousands of polygons. However thisgeometry may be no
use for collision detection because it would be too complex to intersect it with
other scene geometry in real time. Thus a “proxy” would be given that is an
approximation to the shape object, but of much reduced complexity. Thisproxy
isused for intersection tests on the basis that the user would not be able to tell
thedifferenceinthecollisionresponse. For example Dive (seep. 255) allowsthe
user to specify that any geometry is collidable, but it also allows any geometry
to beinvisible and thus geometry can be used for collision only. Other common
practicesthat amodel may allow are declaring types of objects so that they can
be aggregated or iterated through. For example this is useful to support
behaviours such as “sit in closest chair,” where chair is not afirst-class type of
object in the system, but is a user-defined type that is useful for the particular
application.

Hand-in-hand with the choice of the model is the choice of the modelling
package. And fundamental to both of these choicesis picking a style of model
or aconvention that will facilitate the particular application or class of applica-
tionsthat the programmer or designer wantsto build. The choice boils down to
picking a standard modelling language such as the Virtual Reality Modelling
Language (VRML, seefollowing section) that is generic and widely supported,
or picking a highly customised format that is designed specifically for your
application. Many modelling packages support alarge subset of VRML at |east
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as atarget for exporting models. A highly customised format might facilitate
faster modelling for that purpose, but ismoredifficult to apply to other contexts.
Game engines are often of the latter form, and we will use Quake Il as an
example.

VRML97

The Virtual Reality Modelling Language (VRML, 1997) is a standard that
specifiesafileformat for the description of 3D scenes. Itincludes geometry and
appearance of objects and additional functionality for behaviours through
animation, interaction, and simulation. Wegiveashort overview of thestructure
of VRML asit illustrates several common features of environment models.

A VRML file contains a set of nodes that describe the scene. Each node is
defined by several fields. For example, VRML has a Cone node that allows the
programmer or designer to describe a cone with four fields, bottomRadius,
height, side, and bottom. For eachfield, thereisatype. InthiscasebottomRadius
and height are SFFloat (floating point numbers), and side and bottom are S-Bool
(binary values). Together these fields indicate the size of the cone and whether
or not the bottom is drawn and/or if the sideisdrawn. Inthe VRML fileitself,
you would see ASCII text such as the following:

Cone{
height 5.0
bottom FALSE

Every field hasadefault value, and itislegal and preferred not to specify fields
if their valueisthe default. In this case, the default bottomRadiusis 1.0 and the
default sideisTRUE, sothisnodewill appear inthe sceneasan open cone. There
are such nodesfor different shapes, and nodesthat specify material and textures
of objects. There are nodes for specifying groups and rigid transformations of
objects, and nodes for other visual scene properties such as fog and a back-
ground. All CVE systems have mostly equivalent functionality for describing
geometry and appearance. VRML97 also specifies sound properties which is
less common in such scene description languages.

VRML97 also allows behavioursto be specified. It doesthisthrough adataflow
scheme. A graph structurethat linksfieldsin different nodestogether isdefined
using ROUTE statement. Data flowing through the graph specifies new values
for fields, and these new values are calculated in every frame to animate the
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Figure 3. Animating a rotating box using VRML animation nodes

TimeSensor
output

fraction_changed 1

DEF TRANS Transform {
children [USE ONE_BOX]

}DEF TIMER TimeSensor { OrientationInterpolator
loop TRUE input
}cyclelnterval 2.0 »
DEF ROTATOR Orientationinterpolator { output
key[0,0.5,1]
keyValue[0101,0103.141,01 06.281]
}
ROUTE TIME.fraction_changed TO

ROUTE ROTATOR.value_changed TO
TRANS.rotation

Transform
input

feot |

ROTATOR.set_fraction L

scene. There are nodes that specify time generators, and there are nodes that
taketimeval uesand generate animations of other types of values. Thefollowing
example should illustrate how this allows behaviours to be described.

In Figure 3, we see an example of a very simple behaviour that specifies a
rotation. The node Transformwraps a piece of geometry, in this case abox. All
transform nodes have a field called set_rotation, to which new values can be
passed in order to set the rotation component of the transform. The
Orientationlnterpolator node takes a time value between 0 and 1, and
generatesan orientation. It doesthisby using thefiel dskey and keyVal ue, which
indicate how time (key) maps to orientation (keyValue). If the time is between
the keys, then the orientation is calculated as an interpolation between the two
closest keyValues. For example if the time is 0.25, the orientation is halfway
between (01 00) and (0 1 0 3.141) which is (0 1 0 1.5705). Orientations are
specifiedin axis-angleformat. That is, thefirst three values specify the axisand
the fourth the angle rotation about that axis. The effect of this
Orientationlnterpolator isthusto rotate oncewhen thetimevariesbetween 0 and
1. The Orientationlnterpolator is driven by a TimeSensor node that generates
timevaluesintherange 0-2. Every framethe TimeSensor takesthe current time
and finds that value module 2. The TimeSensor generates a value in the range
0-2in each frame. The Orientationl nterpol ator does not know about time values
above 1, so it simply uses the closest value. The complete effect then is a box
that rotates around in one second, waits one second, then repeats. If more
complex effects are required, a data-processing script can be written in Java or
JavaScript and placed into the data-flow graph.
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VRMLO97 itself is a description of asingle scene; it is not designed to support
CVEs. However there have been many extensions of VRML97 that support
networked environments. Living Worldswas an effort to standardi se multi-user
extensionsto VRML97 (LivingWorlds, 1998). LivingSpace (Wray & Hawkes,
1998) was an implementation of this based on three layers. The lowest level is
agenericnotification system. Abovethisnotification system, generic support for
state sharing is provided by an event interface. Finally, thetop layer consists of
the support for zones, a region of the space according to the Living Worlds
proposal. We will explore some of these conceptsin later sections.

Quake

The Quake series of games from Id Software is notable because the series
changed the public perception of what was possible with 3D and online games.
Itisalso notable becauseit was easy to modify the gamesand alarge community
of “mod” developers grew up around the series.

We will use Quake Il as an exemplar of a typical game engine because the
complete source code for the game has been released under the GNU Public
Licence and the interested reader can compare it to the other systems in this
chapter. Game engines have been widely discussed in the CVE community
because they are very successful at generating relatively complex worlds
(Capps, McDowell, & Zyda, 2001). Under the hood there is not much to
distinguish game engines from other CVEs. Typically game engines are more
constrainedintheir behaviour, but more effort isexpended on generating model s
(c.f. the example of SCEE’s The Getaway earlier). Indeed because the game
data is often a very large component of the effort, the game engine and the
production pipelinefor the environment are builtin parallel. Thusgame engines
often dictate specifictoolsor their owntoolsfor model building. Themodelsare
thus highly customised for the engine that will run them, and a particular
combination of production pipeline and game engine might be extremely inflex-
ible and not lend themselves well to other types of game.

Thefull Quakell environment modelswould bevery long, but wewill note some
features that make a contrast with VRML97. Firstly thereis aclear distinction
between behaviours and media assets. The game behaviours are described in a
dynamically loadablelibrary compiled from C code. The media assets are very
highly customised, and indeed they are generated by very specific tools. Id
Software wrote their own production tools when producing the game. After the
gamewasrel eased, they madethesetoolspublicly available. Thesetool s seeded
the mod community, which has since extended these tools. The bulk of the
geometry in a Quake Il world comprises architectural models. These are
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described in aformat that revolves around a binary-space partition (BSP) tree
(Fuchs, Kedem, & Naylor, 1980). The leaves of the BSP tree contain pointers
to clusters of faces that define the actual surfaces of the world. The BSP tree
does two main jobs beyond being ageometry representation: it provides abasis
for pre-computed visibility sets(Airey, Rohlf, & Brooks, 1990; Teller & Sequin,
1991), and it provides an efficient datastructurefor collision detection. Genera-
tion of BSPtreesistime consumingand error prone, and thisisoneof thereasons
why the gamerequiresitsowntools. Thetoolsfor modelling theworldsarevery
limited compared to other, more general modelling tools, and they impose a
number of constraints so that BSP trees can be generated successfully. An
exampleconstraint isthat the vertices of the model can only lieoninteger values
in arange of —8000 to +8000 in each direction. Some properties are written into
the BSPfileto enable game behaviours. Some objectswill belabelled asstarting
points, lifts, and so on.

The second type of asset involves the models of the players' characters. These
are described in a separate data structure. A character is made up of a sequence
of 3D meshes. Each mesh represents a pose, and typically there are fewer than
200 poses. When a character is animated, its representation is limited to being
an interpolation between two such poses.

Overall then, Quake I, although very successful as a game, is difficult to re-
purpose as a general system because it has highly customised data structures.

Research |ssues

Environment model s and the scene description languages that go with them are
still amatter for research. VRML’srole will be superseded in the near future by
X3D (X3D Waorking Group, 2003), but X3D is not afundamental change from
VRML97 in the way scenes are modelled. Several extensions have been
proposed that facilitate a particular class of modelling problem. For example,
GeoVRML isan extension to VRML97 that makesit easier to model very large
terrains (Reddy & Iverson, 2002). Game engines continue to evolve to match
user expectations and the increasing power of platforms, but abig challenge for
games developersistrying to support arange of platforms, especially now that
mobile games are starting to generate more significant sales. The research
issues today are thus in generating canonical environment models that can be
compiled or simplified to run-timesthat satisfy avariety of different computing
platforms.

Another current challenge is supporting physical dynamics simulation as a
serviceintheimplementationframework. Thisisdoneinlimited demonstrations
today, but the work of companies such as Havok has shown how a variety of
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dynamicsmodelscan beintegrated into environments. Thereisal so useful work
to be done on the related problem of taking visual models for geometry and
deriving useful collision surfaces. Indeed, currently theremay betwo completely
different representations of the same world, including a polygonal geometric
model for therenderer and aBSP model solely for the collision detection (Shaw,
2003).

Many scene description languages have limited facilities for describing novel
typesof content, or properties, beyond that which they were originally designed
for. Itisdifficult to add novel datato Quake || models because the environment
model was highly customised to support the types of assets the game required
whenit shipped. VRML doesallow novel datato be described using amechanism
know as prototyping. However even then novel data is difficult to support
throughout a production pipeline because model ling tool s obviously cannot edit
content for which they do not know the semantics. Thus amodelling tool either
needs to be aware of the types of novel content even if it can’'t support the
content or it must try to preserve content that it detectsis novel. Unfortunately
the latter is hard to do and is not commonly done in modellers, so we are back
inthe realm of customised production pipelinesfor specific models. Thisisone
reason why modelling tends to be a pipeline process and not an integrated
process.

Finally we note that in certain fields there are more specialised environment
models that are either native to one package but widely supported by other
packagesfor the purposesof inter-operability, or areindustry-defined standards.
Anexamplepackage-native environment model isCATIA, whichiscustomised
for product design and thus focuses on descriptions of shapes such as curves,
surfaces, and solids, rather than polygons (Dassault Systemes, 2003). An
exampleindustry standardisI FC2x Edition 2, whichiscustomised for describing
architectural building components(IAl-International, 2003).

Choices for Data—Sharing M echanism

Earlier inthischapter we madethedistinction between data-sharing mechanisms
that assume there are shared structures and data-sharing mechanisms that
assume that high-level events can be used to synchronise clients. Now, we can
better characterise the distinction because we have covered environment
models and how particular applications can be described in those models. If an
application iswell defined and more closed in nature, it will tend to use events
that describe ahigh-level state of the environment. Earlier we used the example
of agame that used a high-level event of a door opening that triggered several
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consequences. High-level events are useful because maintenance of state
between several machines is easier because a smaller number of events are
required. Indeed if the events are standardised, then several different CVE
systems with completely different implementation frameworks might interact.
We will describe DIS, which is an example of such a mechanism.

In contrast, if a CVE system is more open in nature, it may not be possible to
define a set of such high-level events, and a more general data-sharing
mechanism will be required. The simplest type of general shared data is
distributed shared memory. In this approach the programmer simply declares
data structures for their model in shared memory, and this is transparently
synchronised between hosts. This approach is used by the DIVERSE system
(Kelso et al., 2003). However, CVE systems usually have a well-defined
environment model, and it is more common for the model to be shared between
hosts without directly copying the actual in-memory data structures. As an
example of this type of system, we will describe DIV, Distributed Inventor,
which is based on Open Inventor.

DIS

For over two decades, the defence community, led by the U.S. Department of
Defence (DoD), have invested in a number of research programmes on
distributed simulation. Many of defencesimulationsrely ontheDIS(Distributed
Interactive Simulation) standard (IEEE, 1993) that emerged as aresult of these
efforts. The core of DIS is a suite of network protocols that allows inter-
connection between heterogeneous collections of simulators. Unlike many
systems, DIS placesno constraints on the software architecture of the simulator.
DIS-compliant simulators are very diverse, ranging from immersive virtual
reality systemsthrough to intelligent agent systems.

A simulationiscomprised of anumber of objects. Each simulator nodeintroduces
objectsinto the environment and is subsequently responsible for those objects.
Other simulator nodes maintain local copies of those objects. Each simulator
node broadcastsregular eventsfor each object it isresponsiblefor. Theseevents
must completely describe any changes in state. Simulators receiving these
events must themsel ves decide how to apply the state changeto their local copy.
Because there is no constraint of the representation of an object on asimulator,
itisvery important that the eventsthat specify changein statefollow the standard
packet format provided by the PDU (Protocal Data Unit).

All PDUsincorporate an identifier for the entity concerned, the responsible for
theentity, an applicationidentifier, thetypeof theentity and thetypeof the PDU.
The remainder of the PDU depends on the type. For example, PDUs describing
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vehicleswill containinformation such asvelocity and orientation, whereasPDUs
concerning humanswill contain information such as stance or gait. There are a
large number of different PDU types because they have to encompass all state
changes for the variety of different entities that might be encountered in a
military simulation.

If aclient caninterpret PDUs, they can participateinaDI Ssimulation. However,
for general simulations DIS has some drawbacks. Network messages are sent
using UDP. Consequently, they can get lost or be received in the wrong order.
Thisisnot necessarily aproblem for entities such asairborne vehiclesthat move
continuously. Inthis case the expectation isthat amissing or mis-ordered event
will soon be superseded by a more recent event. However, if an object changes
state only infrequently, there is a possibly of an inconsistency. Inconsistencies
might also arise because there is no centralised time-management thus concur-
rent eventswith sideeffectson overlapping entitiesmight beresolved differently
at different simulators. The event-based natured of DIS also means that it is
cumbersometo introduce large amounts of state, such asweather conditions, in
toasimulation.

A further set of problemsrevolvesaround the fact that simulatorsjust broadcast
events. This means that every other simulator receives these events and must
handlethem. With only moderate numbersof objectsand afixed updaterate, this
would quickly lead to congestion. To combat this DIS relies heavily on a
technique called dead reckoning. Many objects have state that can be extrapo-
lated into the future. For vehicles this might include velocity and accel eration.
Every simulator canrun performthisextrapolation. Thesimulator responsiblefor
an object keeps a copy of the object state when it last sent an event, and
extrapolates thisto estimate the state that the other simulators maintain. When
theactual statedivergessignificantly fromtheextrapol ated state, theresponsible
simulator sends another event. This significantly reduces the number of events
that need to be sent.

As a distributed system, DIS concentrates on the sending of minimal state
changesto maintain acommon state among heterogeneoussimulators. DI Sitself
islow level, thatis, itisclosetothenetwork. It hasno notion of ashared database
or event ordering, so there is no guarantee of consistency between simulators.
Building a CVE around DI S requires significant software infrastructure. How-
ever the main principle of DIS, determining a small number of events that
efficiently describe change in state, isakey principle that underlies most CVE
toolkits.
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DIV

Distributed inventor (DIV) will be our example of the shared-scene graph
approach (Hesina, Schmalstieg, Fuhrmann, & Purgathofer, 1999). Scenegraphs
are acommon abstraction for graphics. Open Inventor (Strauss & Carey, 1992)
is one such abstraction and is particularly suited to describing interactive 3D
scenes. It is strongly related to VRML, in that VRML1.0, the precursor to
VRML97, was derived from the file format for serialising scene graphs builtin
Open Inventor. Open Inventor supports loading of scene graphs from a file,
construction of scene graphs within code, or a combination of both. Like most
scene graphs, nodes in the graphs represented geometric primitives, appear-
ances, transforms, and interactive elements.

What DIV doesisto share this graph between multiple clients. When anodein
oneinstance of a Open Inventor graph is changed, it generates alocal callback
with an event that encapsul ates the change made, beit astructural changeinthe
scene graph or alocal change in the properties of the node such as a changein
acolour or avertex location. These events are then distributed amongst all sites
using message passing. Table 1 shows the events that are used to maintain a
scene graph. These aretypical of all shared-scene graph toolkits as they reflect
the general types of edits that can be done on graphs.

Onelimitation of thisapproach isthat packaging up certain behaviours can take
alot of callbacks. Imagineaflock animation wherethe position of every bird has
to change each frame and the shape of the wings has to change on most frames.
Althoughthebehaviour isquitesimple, many dozensof small changesneedto be
communicated across the network every frame. This is exactly the type of
situationinwhichahigher-level event might bemoreuseful. For example, it might
not matter for the application that the position of the wings of each bird be
synchronised between each site. If it didn’t matter, then the wings could be

Table 1. Events used to share DIV scene graphs (adapted from Hesina et al.,
1999)

M essage Parameters
Update field node ID, field ID, value
Create node node type, parent node name, child index
Delete node node name
Create sub-graph file name or URL, parent node name, child index
Set node hame path to node, new node name
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animated separately at each user’s machine, independent of other users. The
wholeflock could be controlled by asingle message per frame which controlled
all of the positions of the birds.

DIV isavery flexible system. Many different CVEs can be built on it because
it uses avery general data structure. The trade-off is that many events can be
generated because the system cannot aggregate a set of small changes into a
higher-level event.

Research |ssues

In this section we have discussed data-sharing mechanisms for CV Es systems.
It is worth stressing that we have covered just a couple of mechanisms that
characterise dozens of systems. Data sharing is the core topic of networked
virtual environments; more examples can be found in Singhal and Zyda (1999).
One issue we have not addressed is how consistency between multiple sitesis
maintained when each site has the ability to apply the behaviours inside the
environment. A variety of methods exist, many involving nominating or negoti-
ating ownership of objects so that at most one user has control over a particular
object at any one time.

The speed of updates and volume of data distinguish CV Esfrom other types of
distributed application. Thevolume of dataissue can betackled by exploiting the
user expectations as discussed in the section on real-world issues on page 241
and moving to apartially shared model approach. Thisapproachisvery simple:
It observes that we only really need to replicate the data or receive events for
objects that are close to us or applicable to our current task.

Finally another shortcoming for most types of current data-sharing mechanisms
isthat they can be difficult to extend to cope with types of data. InDIS, if anew
type of entity isrequired, it either hasto be shoehorned into an existing PDU, or
anew PDU hasto be defined. I n shared scene graph approaches, new datatypes
have to fit into the pre-defined data structures. EQUIP is a recent system that
attempts to overcome this by allowing dynamic type extension of the running
systemthrough dynamicloading of implementations (Greenhal gh, 2002). EQUIP
embeds alot of the experience of the MASSIVE series of systemsthat are well
known for their approach to scal ability (see section on awareness management,

page 262).
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Choices for Implementation Framewor k

Theimplementation framework iswherethereisthe most variety amongst CVE
systems. Theenvironment model and data-sharing mechanism place constraints
on the implementation framework, but even then there are a lot of options. A
critical optionisthe programming languages supported. Aswementioned inthe
section on environment model s, animplementation framework might support an
interpreted scripting language for rapid prototyping and behaviour description.
Interpreted scripts can be written and stored with or in the scene description.
This is in contrast to an implementation framework where applications are
written as standalone executables. We will describe Dive and CAVEIib to
exemplify the difference here.

Dive

Dive is along-established system for CVE research prototyping (Carlsson &
Hagsand, 1993; Frécon & Stenius, 1998; Frécon, Smith, Steed, Stenius, & Stahl,
2001). Dive defines an environment model that uses a scene graph. Its data-
sharing mechanism uses replication of that scene graph.

Anoverview of thestructureof thesystemisgiveninFigure4. Atthe conceptual
and programming level, Dive is based on a hierarchical database of objects,
termed entities. Applications operate solely on the scene-graph abstraction and

Figure 4. The different modules that compose the Dive system, together with
their interfaces

Input Devices‘ Output Devices
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do not communicate directly with one another. This technique allows a clean
separation between application and network interfaces. Thus, programming will
not differ whenwriting single-user applicationsor multi-user applicationsrunning
over the Internet. This model has proven to be successful; Dive has changed its
inter-process communication packagethreetimessincethefirst versionin 1991,
and existing applications did not require any redesign.

Whilethehierarchical databasemodel isinherited fromtraditional scenegraphs,
as used in the computer graphics community, the Dive database is semantically
richer. For example, it contains structures for storing information about other
users, or non-geometric data specific to a particular application. In Dive, the
database is partially replicated at all participating nodes using a top-down
approach, i.e., mechanismsare offered to control thereplication of sub-branches
of agiven entity. It isworth noting that the conceptual model isvery similar to
that of the Spline system (Waters et al., 1997), even though both systems have
emerged from distinct efforts and have developed separately.

In Dive, an event system realizes the operations and modifications that occur
within the database. Consequently, all operations on entities such as material
modificationsor transformationswill generate eventsto which applications can
react. Additionally, there are spontaneous and user-driven events such as
collision between objects or user interaction with input devices. An interesting
feature of the event system is its support of high-level application-specific
events, enabling applicationsto definetheir content and utilization. Thisenables
several processes composing of the same application (or a set of applications)
to exchange any kind of information using their own protocol.

Most events occurring within the system will generate network updates that
completely describe them. Other connected peers that hold a replica of the
concerned entities will be able to apply the described modification unambigu-
ously. Network messages are propagated using the multicast mechanisms that
arebuilt inthe system. Dive usesavariation of SRM (scal ablereliable multicast
(Floyd, 1997)) to control the transmission of updates and ensurethe consistency
of the database at all connected peers. The SRM approach requiresthe transport
layer to be ableto ask the application (in thiscase Dive asawhol €) to regenerate
updates if necessary. Update regeneration is necessary when gaps are discov-
ered in the sequence numbers that are associated with every entity in the
database. Gapsimply that network messages must have been lost along the path
from a sender to one of its receivers. In addition it is possible to access any
document using more common network protocols (HTTP and FTP), and to
integrate these documents within the environment by recognizing their media
types (such as VRML, HTML, etc.).

In any application, the content of the database must be initialized. Dive uses a
modul ethat manages several three-dimensional formatsandtranslatestheminto
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the internal data structures that best represent their content. Usually only one
peer will load and parse a particular file, and the resulting entity hierarchy will
be distributed to other connected peers through a series of (multicast) updates
that describe the resulting entities.

Dive has an embedded scripting language, Tcl, which provides an interface to
most of the services of the system. Scripts register an interest in, and are
triggered by, events that occur within the system. They will usually react by
modifying the state of the shared database. Moreover, these modifications can
lead to other events, which will possibly trigger additional scripts. A series of
commands allow thelogic of the scriptsto gather information from the database
and decide on the correct sequence of actions.

Theprimary display moduleisthegraphical renderer. Traditionally, therendering
module traverses the database hierarchy and draws the scene from the view-
point of the user. Dive also hasintegrated audio and video facilities. Audio and
video streams between participants are distributed using unreliable multicast
communication. Audio streams are spatialised so as to build a soundscape,
wherethe perceived output of an audio sourceisafunction of thedistancetothe
source, the inter-aural distance, and the direction of the source. The audio
module supports mono-, stereo-, or quadri-phony audio rendering through
speakers or headphones connected to the workstation. Input can be taken from
microphones or from audio sample files referenced by a URL. Similarly, the
video moduletakesitsinput from camerasconnected to theworkstationsor video
files referenced by URLSs. Video streams can either be presented to remote
users in separate windows or onto textures within the rendered environment.

The services described previously are independent of any Dive application.
Many different Dive applicationsexist that usethese servicesdirectly. The Dive
run-time environment consists of aset of communicating processes, running on
nodes distributed within both local and wide-area networks. The processes,
representing either human users or autonomous applications, have access to a
number of databases, which they update concurrently. As described earlier,
each database contains a number of abstract descriptions of graphical objects
that, together, constitute avirtual world. A typical Dive application will, upon
connection to avirtual world, introduce a set of objectsto the environment that
will serve as its user-interface, and start listening to events and react accord-
ingly. One essential application of the systemisthe 3D browser, Vishnu, which
is a standard application that givesits user a presence within the environment.
Itintroducesanew entity called an actor to the shared environment, whichisthe
virtual representation of thereal user. Vishnu renders avisual and aural space,
and providesuserswith aninterfacethat allowsthemto exploreand interact with
this space. Vishnu is a default high-level user client.
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Usersmay al so be presented with atwo-dimensional interfacethat offersaccess
to rendering, collaboration, and editing facilities. Theinterfaceitself iswritten
using the same scripting language as offered by the world database. Conse-
guently, CVE applicationscan dynamically query and modify the appearance of
the 2D interface. For example, the London Travel er application (Steed, Frécon,
Avatare Nou, Pemberton, & Smith, 1999) exploits this feature by adding an
application-specific menu to the regular interface of the Dive browser.

Finally, aMIME (Multimedia Internet Mail Extensions) moduleis provided to
better integrate with external resources. It automatically interprets external
URLSs. For example, an audio stream will be forwarded onto the audio module
where it will be mixed into the final soundscape.

Dive thusspecifiesarangeof different servicesat different levels. Programmers
can use the core libraries that provide core services and extended modules that
provide user services. However, what tends to distinguish Dive from other
systemsisthat thereisadefault application, Vishnu, which integrates many of
these services. Vishnu can load aworld description file that, because it allows
embedded Tcl scripts, is powerful enough to describe a very wide range of
environments. Vishnu, the application itself, changes rarely, so thereisahigh
degree of interoperability between instantiations at different users’ sites.

CAVEIlib™

The CAVE™ library (CAVEIib™) is designed to support spatially immersive
display systemssuchasthe CAVE™. Asanimplementation framework it mostly
deals with display configuration and input devices, though it provides a well-
defined structure for applications and some networking support. It does not
impose an environment model, though it does provide an interface to OpenGL
Performer, which can be used to store a scene-graph for rendering and
interaction. The programmers thus define their own data structures. The data-
sharing mechanism isvery low level; we will discuss this|ater.

The core of the CAVEIib is aset of services that isolate users from having to
know the precisedevicesand displaysconnected to the system. For example, the
user does not deal with actual tracking input devices, but abstract devices
labelled by alogical hame such as head. This and other abstractions, such as
button labelling, are configured in an external file. CAVEIlib also isolates
programmers from the display configuration. The programmers need to make a
choice of OpenGL or SGI Performer-based graphics API. With the OpenGL
library, the programmer needs to synchronise all data across the multiple
rendering threads. With SGI Performer, Performer itself takes care of the
multiplerendering processes. Inboth situationsthe programmer’ sapplicationis
a separate process that runs in lock step with the renderers.
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CAVElib includes some basic CV E networking support. If configured to do so,
aninstanceof aCAVElibapplicationwill multicastitsinteraction devicedataon
the local network at a periodic rate. CAVEIlib automatically listens for such
messages from other applications and builds adata structure that representsthe
other users. From this, the application can build a CVE by drawing avatars,
enabling shared interaction, and so on. Thisis enough for very basic CVEs, but
for more complex behaviour, it is necessary to be able to communicate more
application datato the other clients. CAVElib provides amechanismto do this:
Any client can send data to the network, which will generate a callback at the
other sites. Thiscallback will be presented with abinary data stream and will be
expected to unpack thisandinterpret this. Thisleavesthe CV E programmer with
a lot of work to do: deciding the data formats, standardising this amongst
application, and then maintaining all the clients to the same code revision.

CAVElibnetworking thusprovides|ow-level aspectsof both shared memory and
event-based data sharing. To the programmer, the array of the position and
inputs of the other user can be considered to be ashared datastructure. The data
callbacks have to be considered to be event based, because the events them-
selvesaretransitory and do not explicitly represent shared data. Thisnetworking
approach assumes that all the clients can interpret the data received from the
network. This implies trusting the senders, and assuming that the data can
reliably be matched and can be unpacked into aknown type. Any type of system
canbebuilt ontop of thismechanism, whichisvery closeto |ow-level networking
libraries.

Although CAVEIib is quite powerful, it must described as a thin library in
comparison to Dive, in that it provides very little support for user services.
CAVElibhasflexibility, but at the cost of application programmershaving to do
alot of work. The only way to share code between CV Esisto share C++ classes.
Thusenvironmentsbehaviour isembedded into the application andisimmutable
at run-time.

Research |ssues

The developers of Dive have made strenuous efforts to standardise a single
application binary, and move semantics and behavioursinto the world descrip-
tion. This enables anumber of interesting run-time properties: A Dive user can
join an online session without having the same version of the client, and having
none of the environment description. The former is enabled because of the
abstraction of using a distributed scene graph. The latter is enabled by making
all of the environment description available within the database through the use
of interpreted scriptsand meta-dataproperties. Dive’ senvironment model isthus
guite sophisticated in comparison to many other systems.
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Although we have contrasted Dive and CAVEIlib, they are not really in
competition. With Dive the focus has been on the high-level user services,
whereas with CAVEIlib the focus has been on broad support for device support,
rendering, operating system abstraction, and display re-configuration. Indeed
versions of Dive that support immersive displays have been built on top of
CAVElib, though they haven't used the network services (Steed, Frécon, &
Mortensen, 2001).

This is the trend in CVE research at the moment: building higher-level user
services to set up collaborative sessions, improving interpersonal communica-
tion, and interfacing to other awareness and group collaboration tools. It is
unlikely that an abstract architecture for CVE serviceswill emerge soon, unless
asingle implementation framework provesitself to be much more capable than
all the others.

Scalability

In our discussion so far, we haveignored the two questions that occupy most of
the research literature in the field: network topology and awareness manage-
ment. We have avoided these questi ons becausetheir resol ution shouldn’ t really
impinge on the user, programmer, or designer experience. In anideal world, the
programmer and devel oper would be concerned with theimplementation frame-
work, data-sharing mechanism, and environment model, and be isolated from
issues of scalability. However, this is far from being the case. Because of
platform limitations, the programmer or designer will often have to address
scalability issues head on, and sometimes the user will have to reduce their
expectations because of these limitations.

Network topology isimportant because it trades off latency and bandwidth for
simple mechanisms for consistency. Awareness management is important
becausein any reasonably sized CVE, itisimpossiblefor asingleuser’ smachine
to maintain the complete, up-to-date state of the CVE.

Network Topology

Client-server systems make one process, the server, responsible for maintain-
ing the environment model. In thistype of system, clients send object updatesto
the server, and the server relays these updates to the other clients. Thisis a
common approach that is used in the three systems we mentioned already:
LivingWorlds, Quakell, and EQUIP. Theadvantage of thistypeof systemisthat
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it gracefully solvesthe problemsof consistency by letting the server decide upon
the sequence of actions. Another advantage of a server solution is the possible
gain in bandwidth at the client side. The server is able to take a number of
decisions upon which object updates should be communicated, at which pace,
withinwhichvicinity. All these decisionscan bemadein concert with theclients
and their known available bandwidth access. Consequently, client-server solu-
tions are often used for community-oriented systems, which target consumer
computers with modem connections.

The client-server approach has a number of drawbacks. The main one is the
introduction of additional communicationdelays. Indeed, beforeany decisionhas
to be taken at the client side, the client has to ensure that it will be allowed to
performtheaction. Furthermore, the server isresponsiblefor dispatching object
updates to all interested participants. Therefore, network packets will travel
twice: once from the source client to the server, and a second time from the
server to the destination clients. On acongested Internet, thistravel time can be
measured in hundredsof milliseconds, if notinseconds. Server architecturesal so
face the problem of scale. As the number of clients grows, the server's
processing and network capability will become a bottleneck. A solution, as
employedinanumber of systems, isthemultiplication of serversinvariousways
(for example, by virtual geographical position, by actual geographical position,
etc.). This solution has afinancial cost that might not be sustainable within all
contexts.

Finally, through the introduction of a central point, a server-centric solution
introduces possible long-lived failures. As soon as one or several servers stop
working, either for hardwareor softwarereasons, part of thevirtual environment
will also stop working and stop living.

Inthepeer-to-peer model, all participants’ processeswill communicatedirectly
with arestricted and well-chosen set of other participants. Examples of systems
using this model are MASSIVE-1 (Greenhalgh & Benford, 1995) and DivE.

As opposed to the client-server model above, this model has the advantage of
reducing network delays by removal of the need to relay updates via a server.
Since real-time interaction is one of the key facilities of CVEs, peer-to-peer
systemsaregenerally preferred for systemstuned for highly interactiveenviron-
ments. This solution hasthe advantage of not putting the burden of scale on any
specific central point within the network. Instead, used in conjunction with
partitioning techniques, each client will only have to communicate with a
restricted set of itspeers. Asconsumer hardwareisgaining in both communica-
tion and processing power, peer-to-peer systems are gaining importance.

However, there are a number of drawbacks to the peer-to-peer approach. For
example, maintaining consistency of behaviour becomes a more complex
problem—it involves arbitration between peers.
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Additionally, filtering facilities such as those offered by a central server are
harder to achieve. One solution would be for each pair of clients to actually
negotiate how this communication should occur, but such a solution requires
some additional processing power at the sending client, which is not always
compatible with the number of other tasks that must be performed in real time.
Finally, a pure peer-to-peer approach is the one that actually puts the greatest
burden on the network since packets have to be duplicated as many times as
therearedestination peers. Torelievethissituation, multicast hasbeen proposed
and isin usein alarge number of systems (see p. 263).

Awareness Management

Awareness management schemes exploit human perceptual and cognitive
limitations by only transporting the datathat islikely to berelevant to the user.
Generally they focuson either ignoring datathat is out of sight or out of earshot,
or on reducing the fidelity of datathat isfar away. For example, audio packets
from distant participants can be discarded since audio spatialisation will render
theminaudibleor position updatesfrom an entity behind adoor can bediscarded
under the conditionthat door isclosed and blockstheview. Asparticipantsmove
around the world, their interest, and thus the relevance of different objectswill
change. Thus awareness management schemes need to beflexibleand dynamic.
The best exemplars of awareness management schemes are NPSNET, SPLINE
and MASSIVE-2.

J NPSNET (Macedonia, Zyda, Pratt, Barham, & Zeswitz, 1994) dividesthe
environmentinto aregular array of hexagonal cells. Each participant sends
position updates to the single cell they are contained within and receives
updates from all cellswithin afixed radius. This schemeworkswell if the
participantsinthesimulationarerelatively uniformly distributed, suchasin
the battle simulations for which NPSNET was designed. However, if the
participants are clustered and are all mutually aware of each other, they
might still be over-whelmed with data.

e SPLINE (Sterns & Yerazunis, 1997) in order to avoid the problem of
regularly-sized cells, SPLINE divides the environment into locales of
variable size and shape. Each locale contains portals that express its
adjacency to other cells. Each participant sends position updates to the
locale they are currently in and receives information from their current
localeanditsneighbours. Thelocale mechanismallowsvery flexibleworlds
to be described, but the configuration is still static, so congregations of
participantsin asinglelocale may still cause overload.
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. MASSIVE-2 (Benford & Greenhalgh, 1997) extendsthelocal e mechanism
by dividing the environment into regions whose boundaries can provide
different degrees of permeability for different media. For example, awall
between two regions may block all visual information but only attenuate
audio information. Furthermore regions can al so provide aggregate repre-
sentations of their contents and regions can also be maobile. One example
that Benford & Greenhalgh use is of aregion that surrounds a crowd of
participants and moves with them. From a distance, the crowd-region
presents a simplified representation of the participants with it, with less
frequent position updates and pre-spatialised audio.

All of these systems use distance or occlusion to tackle the issues of scale and
toreducethe effects of movement and interaction. They work by partitioning the
world into distinct regions and allocating separate sets of system and network
resources to each region. Consequently, only areduced number of participants
will share each set of resources.

Other Approaches

Invirtual environments, packets sent by participants have to reach a number of
destinations. These destinations will be those participants that the system
decidesareinterested in the packets. Partitioning techniquesof all sortsare used
toavoid simply broadcasting all events. Thereis, however, an alternativechoice,
which is the one of multicast (Macedonia, Zyda, Pratt, Brutzman, & Barham,
1995). Multicast is a networking facility that allows an IP address to indicate a
group of receivers. Each packet sent to a multicast | P address will be received
by all members of the group. The sender sends exactly one packet and the
network itself deals with duplication of the packets as required so that each
member of the group receives the packet as if it had been sent directly.
Duplication will usually happen within the routers themselves, allowing for
hardware acceleration and a faster delivery of the packet. Thisisin contrast to
the peer-to-peer approach where each client sends each packet multiple times,
each with a different address.

However, multicast has a number of drawbacks. Until the début of 1Pv6, the
number of available multicast groupswasrestricted. Therefore, schemeswhere
each active object would be associated with a separate multicast group and
where remote participants would join these groups as needed have been
impractical. Such schemes are also impaired by the fact that joining and leaving
operationsrequire of network and computing resourcesboth at the client sideand
withintheroutersinthelnternet. Thisproblem appliesto all multicast solutions.
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Furthermore, the spreading of multicast on the Internet has been slow: Network
operatorsarereluctant to offer multicast to their customers, computer hardware
only supports a handful of multicast groups in network cards, and operating
systems have been slow to incorporate multicast capabilities. Finally, multicast
packet delivery is based on UDP and is, thus, unreliable.

Multicast has a number of advantages over standard unicast communications.
For example, in unicast communications based on the client-server model,
packets have to travel all the way from the network hardware, through the
operating system up to the application server before a decision can be made
whether they should be forwarded to another participant or not. For the
forwarding to happen, packets have to travel all the way back from the
application, through the operating system, downto the network hardware. These
travel times under stressed situations can account for alarge part of the delays
introduced. These travel times are also of importance in pure peer-to-peer
unicast approaches where packets are already duplicated at the clients. Thisis
especially true since such clients have to perform anumber of other computing-
intensive operations such as the rendering of the graphical 3D scene or the
mixing of audio packetscoming fromtheremote participants. On the other hand,
uninteresting multicast packets can already be discarded at the hardware level
or at the low-level software level.

Toalleviatetheslow spreading of multicast anditsdifficulty toreach consumers,
a number of systems rely on mixed architectures. An example is the Spline
system (Sterns & Y erazunis, 1997). In Spline, servers are placed on a trusted
network to glue together true clients and other multicast-capabl e peers. Packets
coming from the clients will be multiplexed at the application level to all
necessary clients of the serversand al so sent to the multicast groups. Symmetri-
cally, multicast packets incoming at the server will be forwarded as necessary
to the clients. Additional computing is performed at the servers in order to
minimisethe bandwidth used.

Future CVEs

User expectations of CVEs have expanded rapidly in the last few years. In our
opinion the main challenges are now in modelling detailed environments and
scaling up to large numbers of userswithout sacrificing flexibility. The success
of multi-player online games is showing that it is possible to make persistent
onlineenvironments, but currently theseenvironmentsarelimitedintheir scope.
This scope is being pushed by current games such Second Life (http://
secondlife.com/) and There (http://www.there.com/), which offer distributed
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environments amongst moderate numbers of players with awide range of user
customisation and user authoring.

Inthe near futurethemaintensioninthe design of CVE systemswill be between
control of content, which is facilitated by central servers with relatively fixed
game behaviours, and open systems that users use to build their own environ-
ments. If atruly open systemisbuilt, then gamesauthorswill nolonger bewriting
thesystem, but will befocussinginstead on describing the behavioursand content
of the world and relying on a standard and widely used set of services.

This open system is probably far from being specified, and there are still
significant challengesto be met. We still do not have mature modelling toolsfor
describing CVEs. A particular CVE system tends to use only one data-sharing
mechanism, whichlimitsscalability and flexibility. Andfinally, implementation
frameworks are wide ranging, and there is no universal agreement what
behavioursshould beprovided by serviceswithinthesystem and what behaviours
should be embedded into the description of the specific CVE that is being built.
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Abstract

This chapter addresses one of the challenges the collaborative virtual
environments (CVEs) research community faces which is the lack of a
systematic approach to study social interaction in CVEs, determine
requirements for CVE systems design, and inform the CVE systems design.
It does this by presenting a method for studying multi-user systems in an
educational context. The method has been developed as part of the Senet
project, which is investigating the use of virtual actors in CVEs for
learning. Groupwar e prototypes are studied in order to identify requirements
and design factors for CVEs. The method adopts a rigorous approach for
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organizing experimental settings, collecting and analysing data, and
informing CVE systems design. The analysis part of the method shares many
of the Interaction Analysis foci and expands on it by providing a grid-based
method of transforming rich qualitative data in a quantitative form. The
outcome of this analysis is used for the derivation of design guidelines that
can inform the construction of CVEs for learning. The method is described
by a third phase of work in the Senet project.

| ntroduction

Collaborative virtual environments (CVESs) aim to provide effective means of
using computers as tools for distributed communication and may be used for
diverse tasks such as people working together, communication, education, or
entertainment. Real-world collaborative work involves a considerable and
complex information exchange (Hutchins, 1990; Heath & Luff, 1991, 1996;
Hutchins & Klausen, 1996; Suchman, 1996; Bellotti & Rogers, 1997; Harper,
1997), and all such systemsrely onthe provision of functionalitiesand metaphors
that emulate human-human interactionin order to facilitate computer-mediated
communication, and support interaction and collaboration.

Informing the design of CV Esdemandsan understanding of thesocial interaction
thesetypes of environments afford. However, animmense problem faced by the
CVE research community isthelack of asystematic user-centred methodol ogy
for studying social interaction in CVEs to inform the design of CVE systems
(Durlach& Mavors, 1994; Steed & Tromp, 1998; D2.9, 1999; Kaur Deol, Steed,
Hand, Istance, & Tromp, 2000a, 200b; Benford, Greenhal gh, Rodden, & Pycock,
2001). CVEs systems’ development so far has been driven by the challenge of
providing novel solutionstotechnol ogical concerns. Thereisan existing body of
work looking at user needs, but thisisprimarily fromthe perspective of usability
(Kaur, 1998; Stanney, Mourant, & Kennedy, 1988). What isneeded isto broaden
that perspective to recognise the situated and social nature of the processesin
collaboration.

This chapter describes a systematic method that aims to identify the design
factors involved in the construction of CVEs for learning, to understand the
respective properties that these are formed from, and to inform CVE systems
design. The method has been developed as part of the Senet project, which
studies the role of virtual actorsin CVEsfor learning (Economou, Mitchell, &
Boyle, 2000). An exploratory phased approach is adopted where robust proto-
typesare constructed and studied in order to determine requirementsand design
factorsfor CVEs. The study isbased on areal-world situation to determinereal

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of ldea Group Inc. is prohibited.



Toward a User-Centred Method for Studying CVEs for Learning 271

requirements for CVE technology. Despite the exploratory nature of the work,
arigorousmethod isadopted for organi zing experimental settings, collecting and
analysing data, and informing CVE systems design. Data collection occurs by
video-recording the users and user activities in the CVE, keeping record of
textual communication, and notetaking. Theanalysispart of themethod ispartly
based on Interaction Analysis, and results in a mixture of quantitative and
gualitativefindings. The method deal swith transforming rich qualitative datain
aquantitativeform that isused to draw design guidelinesfor CVEsfor learning.
Design guidelines help build up a substantial body of knowledgein aparticular
context (Newman & Lamming, 1995) and provide a means of communicating
system requirementsto clear advice for implementati onsto software engineers.
Theapplication of themethod involvestheuse of the DevaCV E system (Pettifer
& West, 1999) to create amulti-user board game for use in museum education.

Backgr ound and M otivation

“ Although it is important not to try to simply replicate what we
think of as ‘reality’, when designing systems to support
collaborative work we can learn a great deal from observations
of people working and collaborating together in conventional
settings.” (Snowdon, Churchill, & Munro, 2001, p. 8)

The above statement is supported by a number of researchers (Moran &
Anderson, 1990; Heath & L uff, 1991; Engestrom & Middleton, 1996; Bowers&
Martin, 1999). Therational e underpinning the development of rich collaborative
CVEsisthedesire to develop an arenawhere the interactive experience can be
supported satisfactorily. However, several problems in terms of studying and
analysing social interaction in CVEs have beenidentified:

J thevast amount of factorsinvolved inthe construction of CVEsand virtual
actors,

e thecurrent immaturity of the technology,
e theprototypical nature of current applications, and

e lack of rigorous research methodol ogies for studying and informing CVE
design.

Kaur (1997) hasidentified 46 design propertiesto be considered when designing
VEsfor usability. This number of factors increases dramatically when consid-
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ering CVEs that require the consideration of: interaction, communication,
collaboration between users and the CVE, users and objects contained in the
CVE, and population. This complicates the isolation of the design decisions
responsible for the overall effectiveness of the environment and the inter-play
between various factors.

The current immaturity of thetechnology doesnot allow thefull potential of the
CVEstobeexploited. Thismeansthat many of the applicationsdevel oped sofar
have been of a prototypical nature. There are two issues in respect to the
prototypical nature of applications: (1) it isoften not feasibleto create different
conditionsfor experimentswithin thetime and effort available, thusthe process
of studying specific phenomenaisconstrained; and (2) defectsin the prototypical
functionality of theapplication might causedifficultiesin conducting studieswith
real users(Steed & Tromp, 1998). Thetechnology isnot matureenoughto afford
the activities that such complicated environments require.

Due to the ‘newness’ of VR and CVE technologies, currently there is no
systematic research approach for studying and informing VR (Durlach &
Mavors, 1994; Kaur Deol et al., 2000a, 2000b) and CVE (Steed & Tromp, 1998;
Tromp, 1999) system design. It will be some time before VR systems are built
using systematic methodol ogiesto model and verify the system design (Mills &
Noyes, 1999). Insights to VR and CVE systems are coming mainly from the
fields of human-computer interaction (HCI) and computer-supported coopera-
tivework (CSCW). However, thereisacall for asystematic method for studying
human interaction, managing a large amount of disparate data, and producing
resultsthat directly inform the CV E system design. The outcome of aworkshop
onusability evaluation for V Esemphasi sed the need for extracting generalisable
and re-usable results from user studies (Kaur Deol et al., 2000b). Thisis a
challenge, asoneof the problemsin CV E researchisthelack of aformal method
for studying and evaluating CVEs.

Towards a Methodology for
Studying CVES for Learning

The overall research methodology followed in this project has been presented
elsewhere (Economou et al., 2000). The two following sections briefly discuss
someimportant pointsconcerning themethodol ogy addressing theabove problems.

Three novel aspects characterise this methodology:

. It uses a ‘real-world’ application to determine requirements for
CVEs.
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. It follows an exploratory iterative approach of breaking the probleminto a
series of manageable phases of increased sophistication, which provides
the means of managing the complexity, allowsthe results of each phaseto
inform subsequent phases, and allows requirements to be progressively
identified and eval uated.

. It follows rigorous steps to study social aspects of CVEs, organise
experimental settings, collect and analyse the data, produce design guide-
lines for the use of virtual actorsin CVEs for learning, and inform the
development of underlying virtual actor technology.

Real-World Application

Problemsarising inareal-world situation can determinethe successor thefailure
of thesystem (Gunton, 1993). In order to study an authentic learning activity, the
research was based around the work of Manchester Museum’s Education
Service(Mitchell, 1999).

This service caters for school visits to the museum aimed at Key Stage Level 2
(9-11yearsold). It providesaccessto awiderange of museum artefactsrelevant
to subjectsinthe National Curriculum for education. One particular strength of
the museum, with a major part in the Education Service's teaching, is its
collection of everyday life ancient Egyptian artefacts from the town of Kahun.
The artefact chosen as the basis of the learning activity in this research is
Senet—a board game for two players. Players take turns to throw a die. The
object of the gameisto “bear off” your 10 piecesfirst. Through the activity and
acollaborative process, the children get familiar with the artefact and learn by
using it how it was played.

Developing a CVE based on Senet provides a good testbed for various CVE
properties. It allows object manipulation (the board, die, and pieces), individual
operations, as well as operations in pairs or as larger groups. In terms of
collaborationit allows cooperation (to learn the game) aswell ascompetition (to
win the game). The game situation allows a range of teaching styles from
traditional instructional methods (e.g., explaining the rules in advance) to
constructivist methods (learning by playing). Current educational thought
recognisesthe need for sociocultural methods that emphasise the social roles of
teachers and learners (Soloway et al., 1996). A more practical impetus for
collaborativelearning has come from two main sourcesin the UK. The National
Curriculumfor education placesgreat emphasison such learning. Inaddition, the
UK Government has proposed a National Grid for Learning (NGfL) (DfEE97,
1997; DfEE98, 1998).

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



274 Economou & Pettifer

The game supports the needs of experimentation in various ways. It isafairly
well- structured task (the players have to follow certain steps to learn the rules
and play thegame). Thelength of therequired timeto play matcheswell *** the
length of timethe children couldtake partin atask before becoming restless(30-
45 minutes). Players’ knowledge assessment can occur in afairly unobtrusive
manner (e.g., by observing if they follow the rules).

A Phased Approach

Theresearch approach isof an exploratory nature. The studies being carried out
are not evaluations, but observations of what isgoing on. Thereis agreat need
for more exploratory study of novel learning applications. Roussoset al. (1999)
call for the building of novel learning applications and carrying out informal
evaluations of them in use.

Inthe Senet project a‘low-tech prototyping’ approach wasadopted. The project
wasdivided into three phases. Inthefirst two phases of the project, more mature
technol ogies(singledisplay groupware and conventional groupware) were used.
Thiswasin order to study social interaction factorsin isolation, and construct
robust prototype collaborativelearning applications. Theseprototypeswerethen
observed in use in order to identify the types of interactivity and social
communication that would need to be supported in a complete CVE.

In the first phase, a prototype application was devel oped that took the form of
asingle display groupware (Stewart, Bederson, & Druin, 1999; Bullock et al.,
2001). Users see the Senet board and pieces, and can also access the rules of
the game (Figure 1). Users sit next to each other and view the application on a
single, shared display. The interactions between them were external to the
computer. The prototype was constructed using 2D multimedia tools. This
helped to simplify issuessurrounding the navigation and object manipul ation. The
purpose of this phase was to gather what goes on in such a ‘real-world’ game
playingsituation:

* the types of interactions that occur between the users and the game
environment,

e the communication between users (content and modes),
* therolesthat the users adopt in a game playing situation, and
e controlsover the communication and the game playing activity.

The study also aimed to identify usability issues surrounding the prototype in
order to inform the design of environments developed in subsequent phases.
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Figure 1. Single display groupware
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Thesecond-phase prototypesdevel oped took theform of conventional groupware
systems. Participantswereremotely located so interactions between them were
internal to the computer. The prototypes were developed using 2D multimedia
tools coupled with groupware technology typical of that used in education
(NetMeeting). The prototypesintroduced the concept of populationto the CVE
asthe userswere represented with virtual actors. The purpose of this phase was
to explore issues surrounding the interaction being internal to the environment
and the effects on the behaviour of participants:

*  Appearance: The users representation via their virtual actors.

e Awareness: What the virtual actor can perceive about the VE and the
situation.

. Interaction: With objects in the environment and the environment itself.
e Turn-Taking: To communicate, to interact with objects or other users.
e Communication Content: The actual communicative exchanges.

e Communication Modes: The ways in which the virtual actor’s communi-
cation can be presented (e.g., text, speech).

. Pedagogy: Theroles and tactics users adopt for delivering various topics.

Three prototypeswere devel oped to satisfy the purpose of this phase. Inthefirst
prototype, achild was playing with an expert (aresearcher who adopted therole
of the teacher). Therules of the game where provided in the Senet environment
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(as part of the decoration on the wall). The users could see each other viathe
samevirtual actor. The communication wastext based, viathetoolsNetMeeting
provided (see Figure 2(a)). The second prototype followed the same scenario,
with the difference being that the source of the rules was the expert, and the
users were represented with their own virtual actor. The third prototype was
similar to the second one, with the difference being that two children were
playing with each other and the expert took the role of the mediator. In the last
two prototypes, the users communicated by typing text in chat boxes associated
with their own actor or using a hand for pointing (see Figure 2(b)).

Figure 2(a). Conventional groupware prototype—dialogue external to the
game environment

Figure 2(b). Conventional groupware—dialogue internal to the game
environment
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Figure 3. Senet prototype in Deva

In the third phase, an application has been constructed using the Deva3D CVE
technology according to preliminary design guidelines identified in previous
phases (see Figure 3). The study was evaluative as well as exploratory. All the
interactions were internal to the CVE. Two children were playing against each
other and the expert took the role of the mediator. The users were represented
withtheir ownvirtual actor, which could: (1) walk, indicating theuser’ sposition
in the space; (2) point (in which casethereisa*“laser pointer” from their hand);
and (3) select and move objects (by positioning the actor’s hand to touch the
object, or by pointing in case the object is not within the actor’s reach).
Communication was 2D text (‘text bubble’) above the ‘ speaking’ actor’ s head,
or a‘transcript’ window outside the game environment, which kept a history of
the dialogue. When an actor who was out of viewpoint spoke, warning text
appeared at the left or right edges of the screen depending on the speaker’s
location relative to the listener, indicating who was talking (e.g., “the user’s
nameistalking”). Theuser’ sdial ogue appeared in atranscript window when the
return key was pressed.

The phased approach provides several benefits such asmanaging complexity by
dealing with a manageable set of factors in each phase (e.g., 2D/3D and
population) and allowing the results of each phaseto inform subsequent phases.
Thus, requirements can be progressively identified. The use of more robust
technol ogiesall owstheessential featuresof thesituation (interactivity and social
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communication) to be studied with real usersin away not possible with more
immature and inaccessible CV E technology.

The studies in the first two phases aimed at deriving arich set of qualitative
information. From this, aset of requirements has been identified and then used
to inform the design of the third-phase application. The work in the first two
phases has been seen to be of a more exploratory nature, more like formative
evaluation in contrast to the work in the third phase, which involved evaluation
of a more summative nature.

A Rigorous Method for Studying Social Interaction in
CVEs

Despite the exploratory nature of the work, the primary purpose of the method
to be adopted isaform of requirements gathering that follows rigorous stepsto
enabletheidentification of design factorsinaway that can directly inform CVE
systems design. Candidate methods such as conversation analysis (Atkinson
& Heritage, 1984; Boden & Zimmerman, 1991; Silverman, 1997) and discour se
analysis (Coulthard, Montgomery, & Brazil, 1981) are narrowly focussed on
issues surrounding the dialogue itself. Intimate and subjective study of human
activities and interaction requires a permanent record of naturally occurring
events (e.g., field notes, video, audio) (Luff, Hindmarch, & Heath, 2000).
Ethnographic approaches contribute to understanding the production of social
actions and activities, and recognise the activities of others. However, coupled
withvideo, it resultsin avast amount of rich qualitative data. The complexity of
dealing with video data has been recogni sed by agrowing number of researchers
(including Silverman, 2000). It is not only unmanageable, but the moment-to-
moment detailed analysis is notoriously time consuming (Allen, 1989; Neal,
1989). The information is interrelated, and it is difficult to be separated and
rationalised. Viller and Sommerville (1999) arguethat itisdifficult to draw design
principles and other abstract lessons from a technique that is concerned with
detail of aparticular situation. Thus, it isdifficult to make generalisations about
design factors related to CVEs. The analysis needs to be practised by a group
of analyststo overcome subjectivity.

One method for which video technology is essential is ‘Interaction Analysis'
(Jordan & Henderson, 1995). Thismethod hasitsrootsinthesocial sciences, and
sees knowledge and action as fundamentally social in origin, organisation, and
use. It studies human activities such astalk, non-verbal interaction, and the use
of artefactsandtechnologies. Itisprimarily defined by its‘ analyticfoci’ or ways
into avideotape. Suchfoci include: structure of events, temporal organisation of
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activity, turn-taking, trouble and repair, and spatial organisation of activity.
Important to Interaction Analysis is the data analysis by a group of analysts
which goes some way to countering subjectivity of analysis. However, group-
based analysis is not always possible (as in the case of the Senet project )
because of resource limitations.

The proposed solution that addresses these problems is the creation of an
analytic grid that can be used to generate numerical values from the qualitative
data (thisis discussed in detail below). For example, if the factor to be studied
is physical activities that the virtual actors should be eligible of to improve
communication and interaction issues, then the quantitative information sub-
tracted out of the qualitative datashoul dindicateinwhich circumstancesand for
what purpose certain physical activities have been used. Inthisformthe datais
much more manageable and can be linked forward more reliably to the design
factors that are developed.

The analytic foci and orientation adopted in the method used to study the Senet
project, outlined next, is based and adds on the Interaction Analysis foci. The
method follows rigorous steps for organizing experimental settings, collecting
and analysing data, and provides the means of managing large amounts of
disparatedata(videotapes, field notes, text files). It consistsof seven main steps,
which are carried out sequentially:

*  datacollection

e transcription

e chunking of thetranscription

e  creation of agrid

e application of thegrid

* analysisat the session level

e derivationof designguidelines

The seven-step method has been applied to the second phase of the study and
derived preliminary set of design guidelines(Economou, Mitchell, Pettifer, Cook,
& Marsh, 2001) that directed the devel opment of thethird phase prototype CVE.
The method has subsequently been applied to the third phase of the project to
evaluatetheeffectivenessof theimplemented preliminary design guidelinesand
toinvestigate new factorsarisingin a3D CVEsfor learning. The method can be
repeated according to the analytic categories to be studied.

The section below outlinesthe processesinvolved in each step of the seven-step
method in the third phase of the Senet project.
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The Method Applied

Data Collection

Thethird phase of the study was conducted in the laboratories of the Advanced
Interfaces Group at the University of Manchester. Twelve (six pairs) of 12-year-
old children participated in the studies. Three rooms were used: One contained
aresearcher playing the role of the ‘expert’ (E), and the other two rooms each
containeda‘child’ actively participatingintheactivity (AC), accompanied by a
second researcher, a ‘helper’ (H) providing technical support (Figure 4). The
third-phase prototype (Deva prototype) has been used. The children were
introduced to the use of the Devatools (e.g., the mouse controls and communi-
cation tools), and afterwards they were asked to carry out varioustasks such as:
read the rules and set up the board, learn how to play the game, and play the
game.

The children were videotaped individually. The video cameras were set to
capture the users’ interactions with the artefacts and other users in the CVE.
Screenshots of one of the child’'s screens, providing a detailed record of
interactions between users, were also videotaped. A transcription of the users’
textual communication saved in afile provided a permanent record of theuser’s
dialogue. Thetranscription provided arecord of the sequential organisation of the
user’ sturnstotalk and the exact time of the exchange. For capturing the expert’s
activities, the ‘ think-aloud’ method was used (M onk, Wright, Haber, & Daven-

Figure 4. The physical set up for the third-phase study
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port, 1993) and tape recorded. It is one of the few methods of getting a record
of theuser’ smental activity. Theway it worksisthat the usersthink al oud about
their activitiesin terms of mental reasoning (e.g., the expert described aloud her
actions, decision making, and observationswhile playingwiththechildren). This
allowed the close study of problems such as the expert’s lack of awareness of
the child’s exact situation. Questionnaires filled out by the children before the
session obtained background information about the children.

Each session |asted approximately 45 minutes. Each session wasfollowed up by
an interview with the children about their experiences, which lasted approxi-
mately 10 minutes and was tape-recorded.

Transcription

The transcription step involves creating one account of a session by combining
datathat capturesinteractionstaking placeinternally (e.g., users’ dialogueinthe

Table 1. An illustration of a part of an example session transcription

The helper approached the AC.

— “H": “Have a sit. These machines are connected up and we are going
to learn how to play this game. 1* Someone is going to help
you 2* . Not me 3* .It will be someone else on the other
machine.”

1* The H pointed the screen

2* The H pointed the room next door

3* The H pointed himself and smiled looking at the AC.
The AC nodded positively. The H was smiling at her.

—> “H": “Typeagreeting in that box and pressreturn.”

The H showed the Deva message box that AC had to use to
type messages.
The AC came closer to the screen.

! > “H’: “Haveyou used computers before?”

.3 multa_neous externd The H was looking the AC.

interactions "z AC": “Yes'

— The AC started typing.

The H was looking the screen while the AC was typing the

Communication external
to the system, between the
H and the AC

message.
—»{ "02/03/99 11:27:07", "AC: ", "hello" |
“H":“ Al right.”
The H moved away.
“H" :* Wait they will come back to you.”
Communication internal Pause the AC was waiting for the E’ s response.
to the system “H":" So are you and Cathy from the same class?”
“AC’: “Yes’
The AC turned and looked the H, then turned back to her
machine.
, "02/03/99 11:30:18","E":, "hello, what’s your

name?"
“H”:" Sheis coming back to you.”
The H talked to the AC from distance.
“AC’: “ Ahal”
The AC was surprised, she took the mouse and tried to reply

AC = child actively participatingintheactivity; E= expert—aknowledgeableuser playingtherole
of ateacher; H = helper providing technical support

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



282 Economou & Pettifer

CVE, transcription of screen activities) and externally to the prototype (e.g.,
dial ogues between peopleinthereal world—the child and the hel per; nonverbal
interaction). The videotapes in the current study were synchronised, based on
noticeable events on all videotapes. Transcriptions provide a more manageable
way of handling the data (see Table 1).

Chunking of the Transcription

Dividing the transcription into a series of ethnographic chunks providesamore
manageabl e set of unitsfor analysis. Accordingto Interaction Analysis, onesuch
chunk isthe event, which isastretch of interaction that coheresin some manner
that is meaningful to the participants. Events can be named and constitute
recognisable, culturally significant tokensin social communication. Jordan and
Henderson (1995) refer to tutoring sessions, bedtime stories, as examples of
recognisable events. Events in turn can be sub-divided into a set of segments
(e.g., in ameal event segments such as ‘setting up the table’ or ‘serving the
coffee’ can be identified).

To identify ethnographic chunksit is necessary to draw on cultural knowledge
or local experts. For this particular study four ethnographic chunks were
identified:

e  session
* stage

*  segment
* turn

The session isequivalent to agame-playing event. A session consists of aseries
of stages. The stages characterise the changesin topic (e.g., introduction of the
system tools, explanation of the game, playing the game). The structure of a
session depends on the prototype used for the study and the teaching strategy
adopted based on how the situation unfolds. For example, Table 2 showsatypical
session structure that consisted of seven stages.

Table 2. An example session stage structure

1-2. H explained the system tools to the AC

3. Edirected the AC to go and read the rules and gather around the board when they were ready to start

4. AC dedt with thefirst part of the rulesfirst, decided who plays first with which pieces and set up the
board

5. AC dedlt with the second part of the rules that deals with the way pieces can be moved

6. AC play thegame

7. thesession closed

AC = child actively participatingintheactivity; E= expert—aknowl edgeableuser playingtherole
of ateacher; H = helper providing technical support.
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Stages are sub-divided into segments. Segments are differentiated by a change
in the pedagogical tactics employed. The current study recognises pedagogical
tactics as the methods that a teacher employs for delivering atopic. These are
elements of |earning theories the teachers use during the tutoring process (e.g.,
the teachers use the blackboard, they play avideo, or involve childrenin hands-
on activities), which when they coalesce form a pedagogical approach (e.g.,
instructional learning, cognitive apprenticeship). A pedagogical tacticisdefined
by a sequence of actions, which in the current system of transcription form a
segment. For example, inthefirst stage of the above example (where the helper
explainsthe systemtoolsto the child), two segmentscan beidentified (Table 3).
In the first segment the helper explains to the child how communication takes
placewiththeexpert, located closeto thechild. Inthe second segment the hel per
intervenes to cover the delay.

The last ethnographic chunk unit is the turn. The boundary of aturnis marked
by the other participant taking control. There are two kinds of turns: internal (a
turn using one of the prototype’stools, e.g., typing in a chat box or moving an

Table 3. Two segments of the first stage of the example session

Stage | Segments| Turns Transcriptions
lex The helper approached the AC.
“H”: “Have a sit. These machines are connected up and we are going to learn
how to play this game. 1* Someone is going to help you 2* . Not me 3*
It will be someone else on the other machine.”
1* The H pointed the screen
2* The H pointed the room next door
3* The H pointed himself and smiled looking at the AC.
2ex The AC nodded positively. The H was smiling at her.
3ex |“H”: “Typeagreeting in that box and pressreturn.”
The H showed the Deva message box that AC had to use to type
messages.
The AC came closer to the screen.
“H”: *“Have you used computers before?”
1 The H was looking the AC.
4ex |“AC’: “Yes’
The AC started typing.
The H was looking the screen while the AC was typing the message.
1in ["02/03/99 11:27:07","AC:", "hello"
5ex “H”:“ Al right.”
The H moved away.
lex “H”:* Wait they will come back to you.”
Pause the AC was waiting for the E's response.
“H":* So are you and Cathy from the same class?”
2ex “AC": “Yes'
The AC turned and looked the H, then turned back to her machine.
1lin |"02/03/99 11:30:18","E":,"hello, what’s your name?"
3ex “H”:" Sheis coming back to you.”
The H talked to the AC from distance.
dex “AC”: “ Aha!”
The AC was surprised, she took the mouse and tried to reply

H = providestechnical support; AC = child actively participating in the activity
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object) and external (between participants external to the prototype). In the
above example of two segments, two internal and nine external turns can be
identified (explained in detail in Table 3).

Depending on the anal ytic category (factor) the sessions are analysed for, it can
be decided which ethnographic chunk to consider (the formation of analytic
categoriesarediscussed inthesection, “ Creation of aGrid”). For example, if the
focus of the study is to examine what marked the users turn, then the sessions
are studied down to a turn level. When broader issues are under study, like
pedagogical methodsadoptedindifferent sessions, analysingthesessionsin units
assmall, asturnswould be unreasonable. Thisisbecause apedagogical method
canbeidentified, considering aset of actionsthat involve many exchangesof turn
between active participants. In such cases, whole segments and even stages are
studied.

To aid referring to an ethnographic chunk a coding system that captures the
stage, the segment and theturn hasbeen devel oped. Thisworksfromleft toright.
For example, 1 _a_1in or simply 1lalin standsfor: the 1, for first stage, the a, for
thefirst segment, and the lin, for thefirst internal turn. External turnsare coded
as ex.

Creation of a Grid

The moment-to-moment detailed analysis of each ethnographic chunk leads to
avast amount of rich qualitative data, which comesinto an unmanageableform.
Repetitions of actions are difficult to associate with certain events and follow
throughout a whole session. This makes generalisations about design factors
difficult. In addition, the interpretation of users’ behaviours is subjective and
dependsonindividual analysts' experience.

To address these problems, the development of a‘grid’ is proposed which aims
to generate countable values out of therich qualitative data. The grid isformed
of analytic categories (Table 4). To identify the analytic categoriesto appear in
agrid, it is necessary to have a clear idea about the factors to be studied. This
requires a hypothesis at the beginning of the study. When the study has an
exploratory nature, likethecurrent research, having ahypothesisat the beginning
of the study isunadvised (Glaser & Strauss, 1967). Theimpetusfor the analytic
categoriesto form the grid is provided by:

J a framework of design factors based on literature (Benford, Bowers,
Fahén, Greenhalgh, & Snowdon, 1995; Capin, Pandizc, Chauvineau,
Thalmann, & Thalmann, 1996);

e findingsfromanexploratory study that aimed to gather thekey interactional
affordances of asituation that a CV E system design should support—this
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Table 4. A basic form of the grid

Analytic category 1{Analytic category 2
Turn |Type|Type| Type| Type| Type| Type
index 1 2 ..n 1 2 ...n

L ocation Description | Participants

Internal External
interaction | interaction

istherole of the first and second phase of the method outlined earlier in
section, “A Phased Approach.”

Theanalytic categoriesidentifiedto study inthethird phase of thisresearch using
the Deva prototype were:

e turntaking
e physical activity
*  communicationactivity

J external intervention
° pedagogy

Each analytic category is formed of different analytic themes. The analytic
themeschange accordingtothesituationsto be studied, which might bedifferent
along different phases of along-scale study. For example, thethemesstudied in
physical activity analytic category in the second phase of the study were: head
movement—where the participants are looking, nodding, facial expressions,
position of the body; movement of the rest of the body excluding the head—
walking, pointing, moving objects, gesturing. Physical activity inthethird phase
of thestudy studied virtual actors' head movement—direction of gazeidentified
by the users’ viewpoints; position of the virtual actors’ body; movement of the
virtual actors’ body excluding the head—walking, pointing, moving objects.

Four columns are common to all the analytic categories:

*  TurnlIndex, whichidentifiesan exact part of atranscription downto aturn
level (e.g., 1b5in).

J Location, which indicates the relative actions internal versus external to
the prototype.

. Description, which provides a summary of the turn content.

. Participants, which indicates responsible users for a certain activity
described in the grid.
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Application of the Grid

To illustrate the use of the grid, the same example session transcription is
analysed (one of the third-phase sessions using the prototype CVE based on the
Deva system; see Figure 3) for each of the analytic categories. The example
setting was explained earlier.

Turn Taking

The turn taking analytic category examines the sessions down to aturn level to
find what marked users’ turnsincluding:

*  textual boundaries (e.g., text appearing in text bubbles, or the transcript
window);

* internal visual cues the system provided (e.g., virtual actors features,
prompt that somebody istalking).

Using the example session transcription, 180 out of the 402 users’ turns have
been marked by textual turn boundaries, and 222 by visual ones. Of the 180
textual boundaries. 168 were based on text bubbles, indicating the users
activity status, talking or finishing their utterance, and thusawaiting areply; and
11 on the transcript window. Of the 222 visual boundaries: 47 were virtual
actorswalkinginthe CVE; 46, thevirtual actors' positioninthe CVE andvirtual
actors' viewpoint; 82, thevirtual actorsinteracting with objectsand pointing; and
47, the virtual actorstalking (text appearing in text bubbles).

The descriptive part of the grid contributes to abetter understanding of the type
of internal visual boundariesthat marked users’ turns, and showed that the above
actions indicated: the users’ on-going activities and the user responsible for
certain actions; the users focus of attention; the users process of activity
(the beginning and completion of actions); the users' intention of action and
offering of a turn; as well as users encountering difficulties.

Physical Activity

The physical activity analytic category examines the sessions down to a turn
level and is concerned with:

e virtual actors head movement, where looking was captured via the
monitorsdisplaying theusers' viewpoints (see Figure 4), and thedirection
the virtual actors were facing (see Figure 5);
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e position of thevirtual actors' bodies;

*  movement of thevirtual actors' bodies, excluding the head: virtual actors
walking, pointing, and moving objectsinthe CVE.

In the session being examined, 270 occurrences of physical movements were
recorded: 75 were head movements: virtual actors’ orientation; virtual actors
direction of gaze (identifying wherethe participantswerelooking based ontheir
viewpoint); 89 of the 270 occurrences of physical movements were the virtual
actors' position of thebody inthe CVE, while 106 wererelated to the movement
of the rest of their body excluding the head of which: 43 were virtual actors
walking; 5, virtual actors pointing; and 58, virtual actors moving objects.

The grid provided a numerical record of actions and allowed different types of
analytic categoriesto be studied comparatively. Thisprocessallowsassociation
between certain types of analytic categories to emerge. Association between
virtual actors’ looking, orientation, and walking activities indicated the users’
focus of attention on the speaker, or a user performing an action (see Figure 5).
It also indicated the users’ process of activity and intention to perform a
certain action or claim a turn. Virtual actors’ walking and looking towards a
particular direction or object indicatedtheusers’ processof reaching their target

Figure 5. The users' position, orientation, and distance from other objects
and virtual actors in the CVE indicates the users' focus of attention (In this
figure the expert (the adult figure) observes the children (the child figure)
moving a piece. The differently shaded area approximates the expert’s
viewpoint.)

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



288 Economou & Pettifer

Figure 6. (a) Shows that the girl child was in the process of going to read
the rules, (b) shows the girl child on the way back to the board, and (c)
shows that the girl child reached the board where she was intended to make
a move playing the game

(a)

(b)

(c)
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(see Figure 6) and their intention to perform an action using that object (e.g.,
children were approaching the board to make a move, or the wall to read the
rules). In after-session discussion, children characteristically mentioned, “ We
could tell what the other users were about to do by the position of their
actor.” Virtual actors standing across from one another, to see and be visibleto
others, was away of attracting attention to claim aturn. However, such visual
cues were not explicit as children mentioned, “ She was getting around the
board, so | wasn’t sureif she wanted to make a move.” Also the virtual actors
action of turning and looking at other virtual actors after the completion of their
turn indicated their anticipation of response (offering a turn), as well as
offering the user to continue. Meanwhile, virtual actors bumping into obstacles
in the CVE indicated users encountering difficulties with navigation.

Although pointing was afrequent action external to the system communication,
it was restricted to limited cases in the CVE. After-session discussion with the
childrenreveal ed that thiswasdueto lack of reactivevisual cluesrelated totheir
action. One child commented, “ If at least | could see my hand or something...it
would be easier.” Instead children used moving objects to demonstrate
something, so there was a spontaneous visual clueto their action (e.g., apiece
being moved). Inthe limited cases pointing has been observed, it has been used
mainly as a means of response (e.g., “ How did you move?... like that” ), or to
direct other users to do something (e.g., “ Correct your move by moving your
piece there...”).

Figure 6(a) showsthat thegirl child wasinthe process of goingtoreadtherules,
Figure 6(b) shows the girl child on the way back to the board, and Figure 6(c)
shows that the girl child reached the board where she was expected to make a
move playing the game.

Moving objectsinvolved actions such asrolling the dice, moving piecesto play
the game, complementing an explanation with ademonstration, and correcting a
move (e.g., the expert moved pieces on children’ s behalf to correct and support
them; in extreme cases the expert even had to reset the board and restart the
game). Apart from common cases where the players were moving their own
pieces, there were cases where players moved pieces on behalf of their co-
player to help them, corrected their move, and in some cases to cheat. The
system did not provide any tools to prevent this from happening.

Thevirtual actors’ action moving objects indicated:

e theuser in control, by the laser from the virtual actor’s hand to the object
being moved,;

*  the process of activity, user’s action moving pieces indicated his or her
involvementinacertainactivity likesettinguptheboard, takingturntoplay,
demonstrating something, or correcting others;
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e theoffering of a turn, the completion of amove indicated the completion
of the user’ sturn and thus indicated availability for turn taking; and

e user comprehension, the efficiency of children’s moves were clear
indicators of their understanding of the rules.

Communication Activity

Communicative activity analytic category examined the sessionsdownto aturn
level and evaluated the efficiency of the communication tools supported by the
third-phase prototype, such as: textual communication, text bubbles, and the
transcript window; and multi-modal acts such as pointing, demonstrations, and
user actions as a means of response.

Theapplication of thegridto theexampl e session for the communicative activity
analytic category showed that multi-modal communication wasvery important.
Thirty-nine out of 107 communication activities occurrences were textual
based; 68 were multi-modal acts, of which 9 were pointing, 5 were demonstra-
tions, and 54 were user actions as a means of response.

Presenting the user’ s communication as a text bubble above their virtual actor
was beneficial in terms of: focusing the users' viewpoint, as a user had to turn
to see someone else’s text bubble, and thus follow the speaker’s action; and
making the speaker explicit, by relating the bubbleto the speaking virtual actor.

The usersrelied on the transcript window to follow earlier communication, and
in cases they could not see the speaking virtual actor. Text appearing in text
bubbles and visual cues as small as text appearing in the transcript window
played an important role in marking turn boundaries (this has already been
demonstrated above).

One of the problemsregarding thetext bubbleswaswhen thevirtual actorswere
positioned close to each other, one bubble box obscured another. In such cases
the usersresorted to using the transcript window. Another problem wasthat the
text remained in the text bubble until the next time the user typed something,
which was confusing because it appeared as if the speaker was currently
referring to something that was referred to earlier. Thisindicated the need of a
means of making the bubble box disappear after a period of time.

Therules on thewall provided an important educational resource, aswell asan
important means of communicating informationinthe CVE. Based oninforma-
tion analysing thisexemplar sessionfor physical activity, 8timeschildrenwalked
towards the wall to read the rules either after being directed by the expert or on
their owninitiative.
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External Intervention

The external intervention analytic category is examined at the session or
segment level and is concerned with issues that may cause a complete break-
downinasession. Itinvestigated why the expert’ ssupport wasn’t sufficient and
additional external help (by the helper) was required to recover from or prevent
an activity breakdown. The grid-based analysis helped in studying the cuesthat
signified external intervention, the reason for theintervention, who adopted the
role of theintervener, and what wastheintervener’ saction (e.g., to recover from
breakdown or prevent serious breakdown).

Twenty-six cases of external intervention were recorded in the example
session. Eight wereto recover and 18 to prevent activity breakdown. External
interventions in the third phase have been minimised compared to the second
phase (14% external interventions in the third phase versus 33% in the second
phase). This means that the Deva Senet prototype system satisfactorily sup-
ported most of the user requirements.

The main cues that signified the necessity for external interventions were
children encountering difficulties, missing ongoing activitiesbeinginvolvedinan
activity of less importance, interrupting each other (e.g., to prevent a child
monopolising the activity and not allowing the other child to take a turn),
requesting support, and requiring encouragement.

Pedagogy

The last analytic category of the grid is pedagogy. It studies simultaneously:
*  who adopted the teacher’s role: expert, co-player, helper;

*  topic being covered;

*  pedagogical tacticsemployed;

J change in tactic; and

e reason for the tactic being adopted.

A pedagogic style can only be followed across an entire segment, stage, or even
session level. This is due to the fact that a pedagogical tactic can only be
identified throughout several turns. Thefocusof theanalysiswasto evaluatethe
efficiency of the educational resources and the tools for practical management
provided by the Devaprototype. Thiswasachieved by identifying the pedagogi-
cal stylesthe system tools supported according to the contextual information to
be delivered and the competence of the participants.

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



292 Economou & Pettifer

Followingtheexpert’ sactivity throughout awholesession, it appearsthat initially
theexpert provided amodel for thechildrentofollow (e.g., providing demonstra-
tions, or moving on behalf of the children). Thentheexpert coached the children
by involvingtheminthegameplaying activity, or asking themto comment ontheir
co-player’s move. As the children became familiar with the game, the expert
gradually removed support. The children’s teacher (who observed the activ-
ity) emphasised that thetactic the expert adopted in questioning the childrenwas
essential for encouraging the children’s engagement and aid to the problem-
solving nature of the activity. One of the most frequent tactics the expert used
to correct the children was demonstrating possible movesthey could have done,
then asking them to correct their move. Thistactic encouraged articulation and
reflection, asthe children started devel oping their own strategiesin playing the
game.

Analysis at the Session Level

This step is about investigating what the numerical values that derive from the
grid at theturn or segment level reveal for theway activitiesdevel op throughout
awhole session. The analyst needs to examine how and why the participant’s
behaviour changesover thewhole session. The study of theflow of the segments
inthewhol esessionisbased onthetimeline (theturnindex) provided by thegrid.
Thenumerical valuesand thegrid descriptionsprovideaconcise narrative of the
session and allow the examination of its overall structure. This also allows
different analytic categories to be compared. For example, comparing the
physical activity and communication activity analytic categories might reveal
cases in which pointing has been used to complement speech (also see the
section, “Physical Activity,” above).

The final stage isto compare different sessions’ findings against each other in
order toidentify patternsof activities. Thisprocessderiveskey points, which are
then translated to design guidelines. For example, a key point that derived by
studying physical activity was ‘the need of control over the session and
individual users'. This was based on the observation that the Deva prototype
did not provideany controlsto prevent usersfromrolling thedice morethan once
at atime, moving morethan apieceat atime, or moving their co-players' pieces,
highlighting the expert’s inability to monitor and manage individuals and the
situation. It also highlighted the need to provide users with certain roles with
various controls over object manipulation, the situation, and other users.

Theanalysisat asessionlevel mightidentify problemswiththegriditself,interms
of theanal ytic categoriesthegrid dealswith, or onesthat need to be added to the
grid and investigated further.
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Derivation of Design Guidelines

The final stage of the method translates key points deriving for each analytic
category of thegridinto design guidelines. Thefindingsfromall sessionsand for
all the analytic categories of the grid are considered.

Designguidelinesneed to be precise. Providing guidelineswith extrainformation
and exampl esreducesthe chances of the guidelinebeing too vagueor conflicting
(Reisner, 1987). The method followsamodel of reporting design guidelinesfor
usability in CVEswhich is determined by four parts:

. Design Guideline (DG), which reports the DG that needs to be incorpo-
rated.

. Motivation, which argues the importance of the DG based on the phases’
results.

. Benefit, which discusses how the application of a DG addresses the issues
that drew the creation of the DG itself (depending on context, it ispossible
that some DGs may have a negative force in the CVE; this can be
addressed with the evaluation of the DGs, which may address the need for
the derivation of other DGs to overcome such problems).

. Examples, one or two of the practical implementation of the DG.

This method is based on Kaur's method of reporting design guidelines for
usability in VEs (Kaur, 1998).

Forty DGs were derived from the application of the grid based analysis to the
third phase of this study. These are outlined in the Table 5. The context of their
useislearning environments. They arerelated to the following aspects of CVEs
forlearning:

J Environment, which address issues related to general tools CVEs for
learning should provide.

e Objects, which addressissues regarding the objects’ features contained in
CVEsfor learning.

*  Virtual Actors, which addressissuesregarding the virtual actors’ features
in CVEsfor learning.

J Virtual Actor Behaviour, which address issues related to the behaviours
virtual actorswith different rolesin CVEsfor learning should incorporate.
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Table 5. List of design guidelines based on the third-phase user studies

Design guidelines (DG)

Environment

DGL: users need to have simultaneous control over certain types of activities but not on others

DG2: ahistory of the communication activity needs to be recorded

DG3: ahistory of the physical activity needsto be recorded and replayable

DG4: apermanent information resource related to the educational activity should be available in the CVE and
should aways be visible to al the users

DG5: the permanent information resource should incorporate multimedia display techniques

DG6: audio communication should be supported

Objects

DG7: key objects in the CVE should incorporate intelligence

Virtual actors

DG8: the virtua actors should be aesthetically pleasing

DG9: the virtual actor should provide the user with a unique representation

DG10: avirtua actor should convey the user’srolein the CVE (e.g. child, expert)

DG11: avirtual actor should convey the user’s viewpoint

DG12: avirtual actor should revea the user’s actionpoint

DG13: atool should be provided for users to lock onto the active virtual actor and follow it automatically

DG14: users need to be provided with real-time cues about their own actions

DG15: avirtua actor should be easily associated with its communication

DG16: text bubbles should not overlap

DG17: atext bubble should remain for a short period of time after the end of an utterance

DG18: avirtual actor should convey the user's communication asit is being composed

DG19: avirtua actor should reveal the sequence of the dialogue exchange

DG20: avirtua actor should convey explicitly the user’s process of activity and state-of-mind

DG21: avirtua actor should convey the user’sintention to take aturn

DG22: avirtual actor should convey the user’s offering of aturn

DG23: an active participant needs to be identified even when their virtual actor isout of other users viewpoints

DG24: users’ viewpoints should be easily directed to see an active participant even when they are out of other users’
viewpoints

DG25: the speaker needs to be identified even when their virtua actor is out of other users' viewpoints

DG26: auser’s viewpoint should be easily directed to see the speaker even when the speaker is out of other users
viewpoints

DG27: avirtua actor should convey the user’sintention to take a turn even when not being in other users’
viewpoints

DG28: the virtual actor should convey the user’s offering of aturn even when being out of other users’ viewpoints

DG29: private communication should be supported
DG30: private channels of interaction should be supported

DG31: avirtua actor should show when the user isinvolved in private communication and whether or not others
couldjoinin

DG32: avirtua actor should show when the user isinvolved in private interaction and whether or not others could
joinin

Virtual actors behaviour

Student virtual actor

DG33: astudent virtual actor should have a basic customisable behaviour

Teacher virtual actors

DG34: the teacher should be in control of the children’s behaviour

DG35: the teacher should have control over an individua user’s viewpoint

DG36: the teacher should be able to take control of objectsin the CVE

DG37: the teacher should bein control of the communication tools

DG38: the teacher should be aware of and have control over private communication between children
DG39: the teacher should be aware of and have control over private interactions between children
DGA40: the teacher should have an episodic memory of children’s mistakes
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Virtual actor behaviour includes behaviours for two categories of users:

J The Student, the naive users, who did not know the rules of the game and
were new to the experience of participating in a CVE application.

J The Teacher, the knowledgeable usersin the CVE, who did not play, but
knew the rules of the game, was aware of the process to be followed, and
whose duty was to assist the children and provide guidance and support.

Future Trends

There are various directions for further work that span the following areas:
e growth and generalisation of the design guidelines

e development of toolsfor designers

e automation of the seven-step grid-based method

Growth and Generalisation of the Design Guidelines

A natural direction of the research would be the further development of the
currently developed design guidelines by increasing the CVE population. An-
other direction is the generalisation of the design guidelines to awider area of
applications. This could be achieved by applying the design guidelines to
application domains outsi de education and eval uating their usefulness based on
user studies. This process could also aid the further growth of the current list of
designguidelines.

Develop Tools for Designers

Another natural step for further development is:

e theprovisionof atool for presenting design guidelinesto CV E designersin
an easily accessible and comprehensive way; and

* thedevelopment of asystem that providestoolsthat facilitateimplementa-
tion of the proposed design guidelines.

Theuseof hypertext or multimediatechnology could beused for thedevel opment
of a design guidelines presentation tool for CVE designers. The use of a
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hypertext tool for providing guidanceto VE designers (Kaur, 1998) received a
good usability score from the VE designers and had a positive impact on the
design process.

Achieving the second requiresthedevelopment of CV E systemsthat providethe
underlying technology that allows the implementation of the recommended
design guidelines. They should also provide an interface easy to use by CVE
designers or artists—people who do not necessarily need to have engineering
knowledge to easily implement the recommended design guidelines.

Automation of the Seven-Step Grid-Based Method

Another important extension of the research reported in this chapter is the
automation of the seven-step grid-based method for conducting video analysis
and automatically generating task models, behavioural patterns, and statistical
information fromrich qualitative data.

This could be achieved by providing analysts with a non-linear tool that
alows:

* the representation of a list of analytic categories and analytic themes
(events, tasks, and actions) involved in each analytic category and adisplay
of their relationships—this work could be an extension of the work of
Luckin et al. (1998), who developed a tool for tracking interactivity in
multimediaenvironments,

e direct annotation of thevideotape (this skipsthetediousand time-consum-
ing transcription process and allows direct chunking of the session) and
creation of link between the observed actions and analytic categories or
tasks; and/or

e graphical representation of actions against atimeline and their association
with appropriate tasks.

Conclusions

This chapter proposed a method that provides rigour in the study of social
interaction in CVESs, to determine requirements for CVE systems design and
inform the CVE systems design. The method provides a means of managing a
large amount of disparate data (two videotapes, audio, notes, text files). The
proposed grid-based analysis provides ameans of obtaining amore concise and
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obj ective measure of the moment-to-moment detailsoccurringin asession. The
chunking, indexing, and use of the timeline provides means of looking at the
overall structure and flowswithin asession. The outcome of thisanalysisisaset
of design guidelines that can inform the construction of CVEs.

There are some drawbacks with the method. Firstly, it is not as exhaustive or
does not generate as much rich, qualitative informative as, for example,
ethnographic techniques. However, the primary purpose of the method is to
gather requirementswithin certain restrictions of time and resources. Secondly,
the grid is more suitable for analysing at the turn level rather than for broader
issues such as pedagogy, where awhol e segment needsto be analysed to reflect
the use of different pedagogic tacticsin astage. Further development is needed
to the method to address thisissue. Thirdly, the factors to be studied must be
reasonably clear in order to derive analytic categories for the grid. This means
that in the early stages of research, some exploratory studies are needed (aswas
the case in the first-phase studies in the Senet project).

The method devel oped shares many of the analytic foci, which defines Interac-
tion Analysis. It builds on this, by means of the grid, to provide amore efficient
and rigorousrequirementsgathering technique. Itsapplicationto thethird phase
of the work showed how the method can be repeated and extended to form an
evaluation method for CVEs.
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Chapter XI

A Component-Oriented
Approachfor Mixed
Reality Applications

Michael Haller
Upper Austria University of Applied Sciences, Austria

Abstract

This chapter introduces a component-oriented approach for developing
mixed reality (MR) applications. After a short definition of mixed reality, we
present two possible solutions for a component-oriented framework. Both
solutions have been implemented in two different MR projects (SAVE and
AMIRE). The first project, SAVE, is a safety training system for virtual
environments, whereas the goal of the AMIRE project is to develop
different authoring tools for mixed reality applications. A component-
oriented solution allows developers to implement better designed MR
applications, and it fosters the reusability of existing MR software solutions
(often called MR gems). Finally, it supports the implementation of adequate
visual authoring tools that help end users to develop their own MR
applications with no programming skills.
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| ntroduction

The often underestimated complexity of mixed reality (MR) applications neces-
sitates efficient application design. Rapid prototyping of mixed reality applica-
tionsismostly impossible, because of two reasons: Firstly, most of the existing
frameworks are in many cases too complex to be extended, and secondly, it
needs a lot of software development skills and interface programming know-
ledgeto develop well-designed M R software. In this chapter we want to present
acomponent-oriented approach for devel oping MR applications. Thegoal of this
approachisto support devel opersduring their development of new MR applica-
tions. Having a component-oriented framework makes the programming life
easy, because the developers do not have to reinvent everything from scratch.
Based on this approach corresponding authoring tools will support end usersto
develop their own MR applicationswithout having programming skills. After a
short overview in the taxonomy of mixed reality and virtual environments, we
present the requirements for such applications. We then describe related work
in this field and present a general component-oriented approach, followed by
description of two showcases, where our approach has successfully been
implemented. Both applications are based on the component-oriented approach
and result in a generic and flexible system. Finally, we describe future trends,
including the implementation of nice MR authoring tools for end users with no
programming skills. We conclude this chapter with a short summary.

Background

Inthefollowing sectionwewill giveashort overview of mixed reality describing
the requirements for the setup of a MR application and presenting the related
work inthisfield.

From the Virtual Environment to the Real Environment

Mixed reality (MR) isaparticular superset of augmented reality (AR) technol-
ogy that involves the merging of real and virtual worlds somewhere along the
reality-virtuality continuum, which connectscompletely real tocompletely virtual
environments. The terminology was first introduced by Milgram and Kishino
(1994) and is depicted in Figure 1. MR technology has been exploited in the

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



304 Haller

Figure 1. From the real environment to the virtual environment
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medical, military, and entertainment fields (Azuma, 1997); more and more new
fields such asindustry and training are becoming interested in its possibilities.
Theuseof mixedreality enhancesusers’ perceptionsandtheinteractionwiththe
real world (Azumaet al., 2001). Virtual objectsdisplay informationthat theusers
cannot directly detect with their senses. In addition, thisinformation conveyed
by the virtual objects helps a user perform real-world tasks.

Virtual environments and virtual reality-based applications can become very
complex. Even more complex than present VR systems are the VR tools for
modeling these environments (Bimber, Frohlich, Schmalstieg, & Encarnagéo,
2001). Often, VR applications and the corresponding authoring tools are not
easily extendible, and the authors of VR environmentsrequire alot of program-
ming knowledge for realizing the desired virtual scene (Milgram & Kishino,
1994). Ontheonehand, devel opersshould have programming skills; ontheother
hand, they should have an exact technical knowledge about the composition of
the scene. Dueto the different hardware devices (input and output devices), the
framework hasto be extendable, open for new devices, and finally it should be
easy to use for programmers. Figure 2 depicts the most important components
of avirtual environment: The user isthe central part of the system, followed by
theinput and output devicesthat present the environment to the user and finally
the simulation itself that rendersthe virtual environment.

Normally, virtual reality systems work on powerful graphics machines
(Figure 3). Thevisual representationismostly displayedtotheuser through an
HMD device that allows an immersive feeling, combined with a positional
tracking devicethat reportstheuser’ shead and body positionto the system. With
this input, the simulation can generate a first-person view. Especially in VR
simulation, external trainersoften supervisethetraining session. Inthiscase, an
external application often communicateswiththesimulation (e.g., viaTCP/IPor
UDP).
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Figure 2. The most important components of a virtual environment application
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Figure 3. A typical topology of a virtual reality application
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Requirements for a Mixed Reality Component
Architecture

The component-oriented approach for the implementation of mixed reality
applicationsis characterized mainly by the following facts:

It should allow third-party development.
The framework should hide programming code.
Components can be implemented by using other components.

In most cases, the component-oriented approach offersauthoring tool sthat
allow for an easy development of new components.

Asmentioned in Dachselt (2001), we have to distinguish between technical and
authoring requirements. From the technical point of view, the component-
oriented approach should provide:

Portability: Independently from an underlying renderer, each component
should beremovable, and by doing so, it should not influencethe systemin
a negative way.

Distribution: Components should not only work on one system. A
distributed application should al so be supported.

Adaptation: Each component can be modified by the user’s preferences.
This should be possible with minimal effort.

Performance: It is one of the key factors for a mixed reality application
toworkinreal time. Long delaysbetween user inputsand the system output
cause discomfort or simulator sickness, and it negatively affectstheuser’s
feeling of presence.

Fromtheauthoring point of view, therearethefollowing additional requirements:

A clear interface for the components—This includes the data and the
component definition.

Well-written documentation and description of the components.

Support of adequate authoring tools that allow a rapid prototyping for
authoring users who do not have programming backgrounds.

Easy configuration of the properties for a component.
Persistence of components.
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. Loading of additional components without a modification of the under-
lying framework.

Dorner and Grimm (2001) define the following component features:

e Customization: Each component needs to be able to be modified by an
author. Not only programmersshoul d be ableto customize components, but
also authors and experts by using authoring tools.

. Persistence: Components and their state should be stored in a way that
they can be reloaded. This should even include the distribution of compo-
nents over a network.

. Reflection: Functionality that allows information to be retrieved from a
component, such as the events that are sent to another component.

. Event-based communication: Components have to communicate with
others—in most cases, thisis an event-driven communication in which e-
messages are sent from a so-called event source to all entities that are
registered to listen to the particular events. The communication messages
are mostly forwarded by so-called slots, or pins.

Related Mixed Reality Frameworks

Many European projects mainly focus on the development of MR applications
for aspecial domain (e.g., technical maintenance), suchasARVIKA (Friedrich,
2000), Studierstube (Schmal stieg, Fuhrmann, Szalavari, & Gervautz, 1996), and
DWARF (Bauer et al., 2001). Unfortunately, only MR experts are able to
develop MR/AR applications. Prototyping of M R-based applicationsbecomesa
very difficult task, because most research institutes have to develop these
applications starting from scratch.

With the use of the ARToolKit library (Kato, Billinghurst, Blanding, & May,
1999), the development of MR/AR applications became easier and more
popular. Figure 4 showsan AR examplebased on ARToolKit, inwhichtheusers
can place 3D sound sourcesintothereal world (Haller, Dobler, & Stampfl, 2002;
Dobler, Haller, & Stampfl, 2002). The ARToolKit library is free for non-
commercial projects and easy to integrate into an OpenGL environment. In
addition, it offersthe possibility to recognize objects without the usage of high-
end tracking systems. Most current MR applications are isolated, and each
instituteimplementsitsown framework. Thesituationissimilar tothefirst steps
in game development, where everyone was programming his/her own game-
engine. Thedevelopment of mixedreality softwareislikegamedevelopment: In
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Figure 4. In the ASR (augmented sound reality), the user is able to place
virtual 3D sound sources into the real world

general it needsto bevery flexible, becausethingschange and new requirements
and features need to be added to stay competitive. A source that can easily be
adapted to change is a must and worthy goal.

Most current AR/MR applications are based on a self-made framework or/and
at least on ascenegraph library (e.g., Open Inventor, OpenGL Performer, Open
Scene graph, or OpenSG). Of course, most of the AR/MR frameworks like
Studierstube (Schmalstieg et al., 1996), DWARF (Bauer et al., 2001), and
Tinmith-evo5 (Piekarski & Thomas, 2003) are object-oriented frameworks, but
not all of them have a component-oriented approach or there is a lack of
corresponding visual authoring tools (e.g., www.studierstube.org or
www.augmentedreality.de). Scripting support (see www.studierstube.org/april/
and http://www.cc.gatech.edu/projects/ael/projects/dart.html) would help ex-
perienced end users, but it seemsto betoo complex for end userswith absol utely
no programming skills.
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Component-Oriented Design: Overview

Thefollowing section presentsacomponent-oriented designfor developing MR
applications, describing the main features of the design approach. Moreover, it
depictsthe component-oriented design workflow, including ashort overview of
the different rules.

The Component-Oriented Design for an MR Application

Geiger, Reimann, and Rosenbach (2000) define a component as a separated
entity with a specific size. It is characterized by dependencies, and the
framework permitsadynamicloading of components. Componentscan beeither
large or small, but they haveto be of aclear structure. In our sense, acomponent-
oriented MR system should be comparable to a set of different small LEGO™
components, which can be connected. In our view, avisible component has its
geometry and a property. Moreover, it is characterized by a behavior. Compo-
nents can be very simple, but they can also be composed of other simple
components. They are often called composed components or compound
components. Components hide their internal operations, and programmers do
not need to understand the internal complexity.

Each component is composed of in- and out-slots, which can either send datato
another component or receivedatafrom the previous component. Consequently,
out-slots can be connected toin-slots. Thisconceptisillustratedin Figure5. We

Figure 5. Components can be connected with in-slots and out-slots (These
slots have to be of the same type.)

Component A Component B
Property Property
Behavior Behavior

Component C

Property
Behavior
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use typing for these slots to specify the receiver and the emitter data. By
comparingthetype of in- and out-sl ots, we can decidewhich slotsarecompatible
for connection. Using slots for inter-object communication is not new in a
component-oriented approach. Our communication concept is based on proto-
types for components. This means the component developer registers the
component via a component manager.

By routing eventsfrom out-slotstoin-slotsof another node, customized functions
and dependencies can be implemented, e.g., if a switch has been switched on,
a lamp shines, and so forth. In the SAVE-system, all the components are
described by prototype nodes based on VRML 97 with their in-slots, out-slots,
and parameters, which allow for acloser description of the object (Haller, 2001,
Haller et al., 2002).

Of course, components can be composed of simpler components with fewer
properties. In Figure 6 we have an example in which not all slots of the
componentsA, B, and C arerouted to the outside of the composed component—
the composed component has fewer slots. Once a component has generated an
event, the event is propagated from the out-slot along any route to other nodes.
Event notifications are propagated from sources to listeners by the correspond-
ing method invocations on the target listener objects. Data enters via the first
component, passes al ong to the second component, and so on. The architecture

Figure 6. Different components can be grouped into composed components
(This approach is important for authoring components. Otherwise, the
visualization can be too disorganized and unmanageable.)
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has an event-driven design, and components only start information processing
after receiving an event. After processing, the components can generate new
events, and the processing can be done in parallel. The system is based on the
producer/consumer concept. No component (consumer) starts sending mes-
sagesand processing i nformation without having received amessage from other
nodes (producer). The only components that generate messages are called
active components (e.g., timer, clock). They are triggered by system calls, but
they do not start sending messages themselves.

There is no doubt that appropriate authoring tools would greatly assist users.
Therefore, visual-based authoring tool sare closely connected to the component-
oriented approach. Normally, end users get an authoring tool with a set of pre-
defined small components. These components can bemodified and end userscan
tweak their properties. If the authors are more experienced, they can build their
own components by modifying the WRL/XML files; indeed, programmers can
add more features by programming new components. The structure of the
component is described in a WRL/XML file that allows end users with no
programming skillsto tweak their components according to their requirements.

The Component-Oriented Workflow

Thecomponent-oriented workflow isdepictedin Figure 7, which showsthethree
different categories of persons.

Theprogrammer sareresponsiblefor the creation, implementation, and defini-
tion of components. In this case the programmers are using a conventional
programming environment. The component interface can be described in an
XML-form. In SAVE we used so-called PROTO for the interface description.
In fact, these PROTOs have been based on the VRML prototypes
(www.web3d.org/x3d/spec/vrml/vrml97/). XML has become more popular as
of late because of two reasons: Firstly, there are anumber of open-source XML
parsers that help developers to parse the XML files. Secondly, the XML
structure is flexible, extendable, and easy to use.

The author s are using so-called authoring tools for the implementation of the
application. Theunderlying framework isresponsiblefor the creation of compo-
nentsand the connection between them. Normally, authorsare not programming
experts—they are experts in their field and normally they know what the end
users want to have. But in the normal case, they don’t know how to implement
due to their lack of programming skills. The results of the author are the
scenarios. They include the graphical elements, the objects of a mixed reality
scenario, the property settings, the behavior of the components, and finally the
logical connection between the components.
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Figure 7. The component-oriented workflow

Development tools | o cmponent

Component
Implementation
(Code)

Export
of a scene

Component
Interface

Scene
Description

Finally, the end user s are the persons that are involved in the virtual environ-
ment. They are not concerned with programming, modeling, and authoring.

Component-Oriented Design:

Two Showcases

Thefollowing two showcases (SAV E and AMIRE) are based on the component-
oriented framework. First, we present the SAVE system, followed by a closer
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description of itscomponent-oriented architecture. Second, we demonstrate the
AMIRE project, including a presentation of the component-oriented approach.

SAVE (Safety Virtual Environment)

In 1997, we started implementing a VR-based training simulation for an oil
refinery. The first prototypes of SAVE were quite simple and showed only a
small part of therefinery (www.faw.uni-linz.ac.at/save). In 1999, we had to add
new training scenarios and new features and functionality (cf., Figures8 and 9).
What we wanted to have was aframework in which anyone could developaV R-
based application with a high degree of complexity. Moreover, we wanted to
have an application design with high reusability, for which partscould be reused
indifferent VR training scenarios. We knew that effective reuse requires more
than just reusable code and libraries. Our vision was a transition from library-
based reuseto kit-based reuse, and we wanted to move away fromthetraditional
development of VR environments, for which the users require programming
skills. Thecomponent-oriented approach with theincluded authoring tool sshow
how modeling rather than programming can be used to realize virtual environ-
ments.

Figure 8. SAVE is a VR-based training program for oil refinery employees
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Figure 9. A typical scenario that has to be built-in for the virtual plant
simulation (In fact, the dependencies between the components and the
animation of the components itself are not so complex.)

The Component-Oriented Design of SAVE

In SAVE, we wanted to have a component-oriented design that is not compa-
rable to the commercial component models such as JavaBeans or COM. Our
systemiscomparableto aset of different small LEGO™ components, which can
be connected. In our view, a visible component has its geometry and its
properties. Moreover, it is characterized by a behavior. Our goal wasto offer a
repository with different simple and even complex objects. All the components
are described by prototype nodes based on VRML 97, describing their in-slots,
out-slots, and parameters, which provide a more detailed description of the
component (cf., Figure 10).

Figure 11 depicts two components, A and B, and the interface described in
VRML 97. Notice that the figure only describes the interface.
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Figure 10. An example of a simple component interface described in VRML
97

PROTO VRExample [
eventIn SFBool inputValue
eventOut SFBool outputValue

field MFNode children/]

1 {}

Figure 11. The interface of two components with a Boolean slot

PROTO A [
field ...

eventIn SFBool outSlot

1 {}

PROTO B [
field ...

eventOut SFBool inSlot

1o}

The concrete components with the corresponding data have to be described
separately (cf., Figure 12).

Theprogrammer’ sview isdepictedin Figure 13, wherethe two componentsthat
are connected via slots are implemented. In our example, a Boolean value will
be sent through the communication network. The message-mechanism is
implemented in the base class of A and B, namely VRNode, in which the base
methods for the communication are implemented. The main()-function creates
two components. Next, the components aComp and bComp and their slots (in
this case the Boolean slot) are connected together by calling the AddL istener ()
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Figure 12. Two components with the routing statement

DEF a A {

field ...

DEF b B {

field ...

ROUTE a.outSlot TO b.inSlot

method. In our example, the program calls the Set() method of the component
aComp that resultsachange of the corresponding Bool ean val ue of the out-sl ot.
Next, all listeners are notified by calling the NotifiyL istener () method. Conse-
guently, component bComp gets the corresponding Boolean value in the
ValueChanged() method, and finally it prints the value on screen.

To beindependent of the component aComp, an underlying graphiclibrary, we
encapsulatedirect callstotheactual graphicslibrary in certain graphical classes.
Instead of creating the scene graph using library specific calls, often aso-called
meta scene graph will be built.

Figure 14 shows the three graphs of a simple example. In this case, a
clickableButton consists of two separate geometries. one of the up-state (not
pushed) and one for the down-state (pushed). If the user clicks the button, it
remains in down-state until the user clicksit again.

Theleftmost graph structure presentsthe VRML 97 data structure generated by
the SAVE parser. Note the thick black lines connecting the nodes. These lines
represent parent-children relationships. The graph structure in the middle of
Figure 14 constitutesthe metascenegraph. Again, thethick black linesrepresent
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Figure 13. The programmer’s view of the SAVE component-oriented
approach

/* The base class VRNode implements all methods for the
* registration and removal of the slots
*/

class A : public VRNode {
public:

int outSlotIdx;

A() |

outSlotIdx = AddOutput (&typeid(VRBool) , "outSlot") ;

void Set (bool b) {

SetBoolOutputValue (outSlotIdx, b); // Create 'VRValue'
NotifyListeners (outSlotIdx) ; // Notify listeners about
} // new value

class B : public VRNode {
public:
int inSlotIdx;
BO) |

inSlotIdx = AddInput (&typeid(VRBool), "inSlot");

the parent-children relationships. This structure is derived from the VRML 97
scene graph. The right data structure is the scene graph of the graphics library
which contains group-, transformation- and geometry-nodes. Note that the
component communication network is not part of this scene graph.
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Figure 13. The programmer’s view of the SAVE component-oriented
approach (continued)

// ValueChanged is called whenever the out-slot emits a value to
// the in-slot.
void ValueChanged (int in,
int inSlotHandle,

const VRValue* value) {

// Which slot?

if (inSlot == in) {
VRBool* v = (VRBool*)value; // Get the Boolean value
cout << v->GetBoolValue() << "\n";

int main(int argc, char** argv) {
A* aComp = new A();

B* bComp = new B() ;

// Connect component aComp with component bComp

aComp->AddListener ("outSlot", bComp, "inSlot");
// Change the value of aComp. Consequently change the value of
// component bComp

aComp->Set (false) ;

return 0;

Building the metascene graph does not require any knowledge of the underlying
graphics library. The graphical classes can easily be replaced by classes that
encapsulate callsto an alternative graphicslibrary, and no further changesinthe
sourcearerequired to add new graphical objectsinthevirtual environment. The
mapping of the VRML source to the actual scene graph is performed in two
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Figure 14. From the description to the scene graph
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Figure 15. The user interacts with the virtual valve that changes its state
and forwards its state-changed messages to the sound and a particle system
component
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steps. First, our parser identifies all VRML nodes and creates a corresponding
VRML node representation. Second, the VRML node is traversed recursively
and each node is converted to its corresponding meta scene graph node
representation. Theresult, in fact, isameta scene graph. Finally, after a second
traversal, the component communication network is established.

Figure 15 depicts an example of components that are connected together. The
user holds ajoystick with an integrated tracking receiver, which tracks both the
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position and the orientation of theuser’ shand. Accordingly, thevirtual hand can
be moved. While focusing the valve and after clicking to the interaction button
of the joystick, the message will be propagated through the communication
network (Figure 15). In our example the valve sends its message to a sound
component that plays a sound file; the other listener is a particle system that
simulates the outcoming water.

AMIRE (Authoring Mixed Reality)

In the AMIRE project the main goal is to provide mixed reality to other
professionals than programmers and to facilitate efficient creation and modifi-
cation of mixed reality applications (www.amire.net). With the mixed reality
authoring tool, people with lesser programming skills should be ableto develop
MR applications cost effectively with fewer resources and in reduced time. The
AMIRE project isan EU-funded project. The AMIRE authoring tool isbased on
two main principles: the use of user-centered design approach and open source
code. Different authors have been involved all along the development process,

Figure 16. The main goal of AMIRE is an authoring tool based on a
component-oriented approach to achieve MR-based applications (One of
these applications is a refinery training program, where employees get
more detailed information using a Tablet-PC.)
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and they have affected the requirementsaswell asthe user interfacedesign. The
tool isdeveloped asopen sourceand offered to all mixed reality developers. The
project aims at more widespread use of mixed reality in different applications
domains. The AMIRE team wants to promote the use of mixed reality in new
application fields by more heterogeneous devel opers. With the high reuse of the
MR content and easily maintainable, structured component libraries, the devel-
opment times decrease and rapid prototyping of MR applicationsis possible.

The Component-Oriented Design of AMIRE

AMIRE wants to adopt existing solutions and provide efficient means to
encapsulate different solutions (called gems) in a uniform way (called compo-
nents). Similar to existing gem collections (e.g., game programming gems),
AMIRE offersan MR gem collection contai ning efficient solutionstoindividual
mixed reality problems. A gem could be an object recognition library, alibrary
for the graphical user interface, atracking library, or simply a3D model loader.
The gem collection is integrated into the AMIRE framework. Typically, MR
gems can be reused in many different applications. For example, a“work path
animation” gem that visualizes the workflow of a special machine in an oil
refinery can be reused to explain painting techniques of afamous paintingin a
museum.

The MR gemsin turn can be used to build application-specific MR components
(e.g., a navigation component for the museum application), as well as an MR
framework that defineshow MR components can communicate with each other
and can be integrated into an application. The MR framework provides the
required infrastructure. MR components represent solutions for particular
domain-specific problems (e.g., MR-based museum application), and they
typically combineand extend M R gemstowardsadvanced high-level features of
an MR application. MR componentsfeature aunified interface that allows easy
configuration.

Figure 17 shows the different layers of AMIRE starting from the gem layer
including the libraries and C++ solutions. The second layer is the component
layer that definesthe structure and theinterface of the componentsthat are used
intheapplication. The MR framework isthe glue of the AMIRE project, because
it integrates both the MR gems and the MR components. A detailed description
of the AMIRE framework can be found in Haller, Zauner, Hartmann, and
L uckeneder (2003) and Zauner, Haller, Brandl, and Hartmann (2003). Some of
the most important features are:
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Figure 17. The different layers of AMIRE
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* A genericconfiguration mechanism of componentsby so-called properties.
*  The communication between componentsis based on in- and out-slots.

*  The framework provides base conventions for 2D and 3D components.
Only with these conventionsisit possibleto build ageneric authoring tool
that uses MR for the authoring process.

e A prototype-oriented approach is based on two kinds of component
prototypes—basic components and composed components.

*  Theauthoring tool supportsthe dynamic loading of C++ and XM L-based
librariesat runtime.

*  An MR application can be saved and reloaded. The file format is XML.
*  Theintegration of an object recognition unit (cf., ARToolKit).

Figure 18 depicts the two-process approach of AMIRE, starting from the
authoring tool to the run-time application. Both applications are based on the
same AMIRE framework and on the same component repository. Of course, the
authoring tool includes more components that do not necessarily have to be
integrated into the run-time application. Dueto the abstraction viacomponents,
an exchange of the underlying gems can be guaranteed: whenever the technol -
ogy changes, programmers only have to include the new DLL, but the code for
the run-time application doesn’t have to be changed again. Thisis, of course, a
great advantage, especially in a field in which new hardware and new base
technol ogies come out every year.
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Figure 18. From the authoring tool to the run-time application
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In contrast to SAVE, AMIRE uses XML for the description of the components
interface and for the description of a scenario. A prototype-oriented approach
is used to create new component instances. This means that AMIRE has
prototypes of specific components and an interface to make clones of each
prototype. Two kinds of component prototypes are available. Thefirst oneisa
nativekind, completely writtenin C++ and packedinto dynamiclibrariessuch as
the DLL format of Microsoft Windows systems or the shared object format of
UNIX systems. The second kind is based on the existing set of prototypes and
iscalled acomposed component prototype. It consists of acomponent network,
an export list of slots, and a configuration export for the components in the
network. A composed component prototype is handled like a native prototype.
Hence the author does not see any difference between using instances of a
native and acomposed component prototype. Authoring an application without
generating and compiling additional C++ sourcesrequiresthedynamicloading of
libraries. The AMIRE framework provides an interface to load and to replace
alibrary at runtime. Currently, two kindsof librariesare supported, namely C++-
based libraries and XML-based libraries of composed components. As men-
tioned before, the persistence of an application is supported by an XML -based
file format. Such an XML file contains a list of library dependencies, the
component instances, and the connections between them. Furthermore, an XML
format for libraries of composed component prototypes is defined.
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Figure 19. Some snapshots of the FaiMR program, which is based on the
AMIRE framework: Figure (a) shows a general overview of the application.
Figures (b), (c), and (d) show the view of the furniture expert who can
assemble the furniture. The assembly scenario file is stored in an XML file.
The end user has the view as depicted in (e) and (f), where he/she has a new
furniture part. The arrow and the animation show how the furniture has to
be assembled.
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Inadditiontotherefinery training application, we devel oped another application,
a furniture assembly instructor program (called FaiMR) that is based on the
AMIRE framework: printed instruction manuals for furniture assembly often
have one disadvantage in common—it takes alot of time to make sense of their
meaning since they show several steps of assembly together in afew pictures.
Furthermore, it is hard to find the connections between the instructions printed
in2D andthereal parts. Theideaof thiswork isto connect theinstruction directly
to the parts of a piece of furniture. To do this, mixed reality is used, which
combines reality (recorded by a Web cam) with additional information using
common computer graphics in 2D and 3D which are overlaid. A closer
description of thisapplication can befound in Brandl (2003) and Zauner (2003).

Future Trends

Even if the field of mixed reality is rather new and even if there are a lot of
unresolved problems, such as in tracking and hardware devices, fast devel op-
ment for prototyping of MR is becoming more and more important. Newcom-
ers—even non-programmers—should be involved in this fascinating world,;
because of their artistic and usability knowledge, their constructiveinput for new
ideas would be very fruitful for new MR applications. But actually, especially
these persons are hesitant to get involved, because of the lack of adequate
authoring tools. Performanceis of course avery important factor in areal-time
applicationlike MR applications.

The component-oriented design itself should be based on different, well-
established solutions (libraries)—this was, for example, the main goal of
AMIRE. In the optimal case, there are already good solutions for different
problems; theVirtual Reality Peripheral Network (VRPN) isagood examplefor
tracking (www.cs.unc.edu/Research/vrpn). It is a well-designed library that
supports a lot of different trackers. The same trend can be found in the game
industry: Tenyearsago, every gamecompany implemented itsown gameengine,
because the projects were smaller and the teams consisted of fewer than 12
people. But now, projects are becoming more and more complex, and not
everything can be implemented starting from scratch.

Combined with acomponent-oriented approach isthe use of adequate authoring
toolsfor end userswho should be ableto develop their own M R applicationswith
lesser or no programming skills. In the rare cases end users have programming
skills, they often lack scripting or 3D modeling skills. But they are specialistsin
their field and they know what they would like to have, but they cannot
experiment with the new media. Therefore, the usability and the graphical user
interface of these tools have to be as simple as possible.
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The Need for More Authoring Tools

Nowadays, in the computer game industry, every big game isimplemented by
using corresponding authoring tools (cf., GTk-Radian depicted in Figure 20).
There are already different, well-defined roles in the production process of a
game—from the programmers who develop the engine, through the game
developersto the game designers and level designers. And the game devel opers
would never touch the engine—they are concerned with thegameitself, and they
build the application with the corresponding authoring tools that are offered
together with the game engine. The quality of these tools is so good that even
teenagers are able to develop great new levels for their own games.

What we need is more effort in the devel opment of good authoring toolsfor the
creation of VR/AR/MR applications. Currently, the assortment of such toolsis
notvery large. Figures21 and 22 depi ct two commercial authoring toolsdesigned
for VR/MR applications. Both tools are designed for designers and expert users
in the sense that they should know about the basics of 3D. Especially Virtools
(www.virtools.com) offersalarge number of componentsthat can be connected
together to build powerful applications that are used in different VR hardware
devices (also for CAVE applications).

Figure 20. GTk-Radiant is one of the most-used level design tools for
Quake
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Figure 21. The authoring tool Virtoolsis frequently used for VR applications
(www.virtools.com)

An authoring tool for developing an MR application can be divided into the
following sub-authoringtools:

J Placement tool: Thistool allows the user to place the virtual objectsinto
the virtual world.

e Configuration tool: The properties of components are always different
from each other and should haveto be modified accordingly. A simple user
interfacewiththepossibility of aflexiblechangeof thesepropertiesshould
be a key issue of thistooal.

e Connection tool: Finally, components have to be connected together.
With our slot paradigm, the optimal graphical user interfaceisto drag and
drop the slots and a visual line should show the connections. One of the
biggest problemsinthistool isthevisualization method of the connections.
In our opinion, all components should be visualized. This means that the
graphical user interface can become very, very complex—»but it does not
hide information from the user. Different abstraction layers would help a
lot, because not everyoneisinterested in all the possibilities.
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Figure 22. EON Studio uses a component-oriented approach that allows
experts to implement their VR applications in a rapid way
(www.eonreality.com)
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Currently, in the field of AR, we have ho commercial tool available and only
prototypes developed in research projects (e.g., in ARVIKA, DART, STAR,
AMIRE). The DART project is built as a collection of extensions to the
Macromedia Director multimedia-programming environment, and therefore
primarily developed for designerswho want to devel op their own AR application
(MaclIntyre, 2003). Another approach is postulated by the AMIRE project, in
which the authoring tool s are based on acomponent-oriented approach, but not
onanexisting multimediaauthoringtool like Director. TheAMIRE goal istotake
the real environment and to place the objects there. Figure 23 depicts how the
authoring in an MR environment could look—especially the placement of the
virtual objectsinto theworld could berealized in avery intuitive way using the
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Figure 23. AR-based placement tool of AMIRE
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real environment. The setting of the propertiesfor thecomponent and therouting
of the componentsisdonein 2D.

We expect moreinputinthisareainthe coming years, because current solutions
are not the best in regards to usability and GUI interfaces.

Conclusions

Theimplementation of mixedreality applicationsisavery difficult task, because
itincludesalot of different skills(e.g., sound programming, real-time graphics,
different hardware in- and output devices, possibly Al techniques, etc.).
Therefore, we need a good architecture. We described a component-oriented
approach for devel oping mixedreality applications. Thebenefitsof thisdevel op-
ment approach are a fast implementation that allows an easy integration of
corresponding authoring tools.

We achieve the following benefits if we use a component-oriented approach:

J Flexibility: Each component can be connected to another if it corresponds
to the right interface.

J Reusability: Components can naturally be reused in the framework.

J Extensibility: Different components have to be added to the framework
afterwards. A redesign of the framework hasto be avoided by adding new
components.

J Easy communication: Thecomponent communicationhastobeassimple
as possible and as fast as possible.
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The main advantage of the component-oriented approach is the high degree of
flexibility and extensibility: Evenif theunderlyingtechnology isdifferent, wecan
change the tracking system quite simply, but the system runs just as well.
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Glossary

A

Access model: Model that specifies the different roles or stereotypes of a
specific software system aswell asthe access capabilities for each kind of
user.

Aesthetics: The study of the particular pleasures offered by communications
media of all forms.

Agent’s cognitive module: The bulk of the agent, according to the classical
definition of agent as a continuous perception-cognition-action cycle. In
this module, perceptions are analyzed and decisions about actions are
made.

Agent’sperceptual module: A solution to modeling the agent’ s perception by
focusing on its perceptual sensors.

Agent-based architecture: A software architecture in which the basic
building block is a software agent. In an agent-based architecture, each
agent is capable of performing a certain set of tasks, and is capable of
communicating with other agents to cooperate with them in the execution
of those tasks.

Algebraic semiotics: The study of optimal representation via mappings of
systems of signs, using methods from algebra and sociol ogy.

Authoring tool: End users can use authoring tools to develop their own VE
applicationswithout having programming skills.

Avatar: Comes from Sanskrit and means reincarnation.
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B

Believability: (As opposed to realism) Sensation felt by a human user of a
virtual environment that catcheshis/her attention, not exactly because of its
fancy graphics, but because of the richness of its avatars' behaviors.

Blackboard: A common datastructurethat will be used concurrently by several
agentsto build plans collaboratively. Each agent can observe the contents
of the blackboard and decide proactively when it is appropriate to
modify it.

Blend: A combination of two (or more) sign systemsinto asingle sign system.

C

Clarity of per ception: A measurement of the ability to distinguish what kind of
object is being perceived by the agent.

Collaborative task planning: In an IVET, the students will be posed with
problems consisting of determining how to reach acertain final statein the
virtual environment fromthecurrent state. The system should also havethe
capability of building solution plans. A plan consistsof asequence of tasks
that the studentsshould performintheVE. Theconstruction of the planwill
be performed collaboratively among different agents contributing with
different types of knowledge.

Collaborative virtual environments (CVESs): Software programs that sup-
port users in managing communication across multiple media across the
network. They are populated by objects and user representations, and
provideameansof communicating, socializing, and exchangingideas, asin
real-life social systems.

Component: Component as a separated entity with a specific size. It is
characterized by dependencies and the framework permits a dynamic
loading of components. Components can be either large or small, but they
have to be of a clear structure. A visible component has its geometry, a
property, and finally it is characterized by a behavior.

Composed component: Components can be very simple, but they can also be
composed of other simple components. They are often called composed
components or compound components.

Conceptual model: Abstract representation of a system that describes its
static components, rel ationships, and dynamicsin terms of elements of the
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universe of discourseinstead of using technical termsand implementation
units.

Content model: An abstract characterization of the perceptual content of
interactive media.

Conventional groupware: A system that allows remotely located participants
taking part in acollaborative activity (shared activity) to view the context
and interact throughit.

D

Data-sharing mechanism: The mechanism by which a particular virtual
environment is shared between different processes implementation.

Deliberation: Conscious, attentive process that uses general purpose re-
sources to focus and address the primary concerns and goals of the agent.

Design guidelines: Design guidelines provide a way of encapsulating a
research’s results and providing application designers with direct advice
and design solutions.

Design methodology: The study of the method of design.

E

Environment model: The methods and structures by which the system allows
description of collaborativevirtual environments.

F

Framework: Thestructure of atypical client or platformintermsof theservices
it provides to the user.

G

Gem: Similar to existing gems collections (game programming gems, graphic
gems), thereexiststheterminology MR gem. A gem representsan efficient
solution (e.g., software code, library) to a specific MR problem.
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H

Hypermedia: Associative structure of multimedia nodes that can be freely
browsed.

Hyper media design: Systematic process oriented towards producing usable
and useful hypermedia systems.

Information rich virtual environments: Virtual environments augmented
with abstract information such as text, numbers, and graphs.

Information visualization: The representation of information using graphical
media; a special class of semiotic morphism.

In-slot: Each component is composed of in-slots, which can receive datafrom
the previous component.

Intelligent tutoring system (ITS): A tutoring system intended to adapt the
teaching and learning process to the needs of every individual student. To
that aim, the system shoul d have knowledge and competenceinfour distinct
areas that give rise to the four classical componentsin the architecture of
an ITS: expert module (knowledge about the subject matter); tutoring
modul e (competence about teaching and learning); student modul e (knowl -
edge about the student); and communication module (competence about
communicating with the student).

Intelligent virtual agent (IVA): An autonomous embodied agent usually in a
3D interactive graphical environment or virtual environment (VE), which
drawsonartificial intelligence (Al) and artificial life (Alife) technology so
as to interact/communicate intelligently with its environment and with
human users/IVAs.

Intelligent virtual environment for training (IVET): Results from the
combination of a virtual environment (a 3D graphical model) and an
intelligent tutoring system (ITS). Thegoal of thiskind of systemistotrain
one or more students in the execution of acertain task. IVETs are able to
supervise the actions of the students and provide tutoring feedback.

Interaction Analysis (IA): Hasits roots in the social sciences, and perceives
knowledge and action asfundamentally social in origin, organization, and
use. It studieshuman activities, such astalk, non-verbal interaction, and the
useof artifactsandtechnologies. Itisprimarily defined by its‘ analyticfoci’
or ways into avideotape. Such foci include: structure of events; temporal
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organi zation of activity; turn-taking; troubleand repair; and spatial organi-
zation of activity. Important to Interaction Analysisisthe dataanalysis by
agroup of analysts.

Interaction machine: A model of computation that incorporates interaction
withtheenvironment inwhichthe machineexists; inherently more powerful
than Turing machines.

Internal-external interaction: Whether in a collaborative activity the users’
interactions take place face-to-face in the real world, or viathe computer
using thetool sthe system provides. Face-to-faceuser interactioninthereal
worldisreferred to asbeing ‘ external’ to the system. User interactionsand
communication via the tools that the system provides is referred to as
‘internal’ to the system (e.g., between virtual actors within the environ-
ment).

M

Magic interfaces: Interfaces that are not inspired by natural interaction and
thuslessintuitive but potentially more effective.

Mixed reality (MR): Involves the merging of real and virtual worlds some-
where along the reality-virtuality continuum, which connects completely
real to completely virtual environments.

N

Network topology: The way in which a set of clients are networked together.
Typically this is client-server (everyone connects to a central server
forming a “star”) or peer-to-peer (everyone connects to everyone).

O

Out-slot: Each component is composed of out-slots, which can send data to
another component.
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Path planning: For many tasksto be carried out in avirtual environment, itis
necessary to navigate along the space avoiding collisionswith objectsand
possi bly minimizing distance. A path planning agent will cal cul atethe best
trajectory for each displacement that an avatar must do in the VE, from
geometrical information related to the VE.

Pedagogical agent: A software agent that isin charge of the supervision of the
learning process in an IVET. Pedagogical agents can be embodied and
inhabit the virtual environment together with the students, or they can be
just a piece of software that interacts with the student viavoice, text, or a
graphical user interface.

Presentation design: Design of the appearance and organization of the user
interface.

Process model: Both an ordering of the activities that comprise a design
method and a characterization of the linkages between them.

R

Reaction: Automated, pre-attentive processtriggered by the agent in response
to any change in the environment state or in the agent internal state.

S

Scalability: Theability of acollaborativevirtual environment systemto support
large numbers of users and large virtual environments.

Scene graph: Provides a high level of abstraction in computer graphics and
stores the whole scene in the form of a graph of connected objects (often
called nodes).

Semiotic mor phism: A representation of meaning and/or functionality, given
as a mapping from one sign system to another.

Semiotics: The study of signs and systems of signs.
Semiotics: Thestudy of theway humansfind meaningintheworld around them.
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Singledisplay groupware: A system that allowsthe participantstaking partin
acollaborative activity (shared activity) to view the context of interaction
through asingle, shared display.

Space-based relationship: Relation among two or more information items
which establishes the position in a2D or 3D space of an item, taking into
account the position of another item.

T

Time-based relationship: Relation among two or more information items
which establishes when an information item starts, ends, or how long it
takes, taking into account when another item starts, ends, or how long it
takes.

V

Virtual actors: Graphical formsthat represent the collaborativevirtual environ-
ments’ inhabitants. They provide an appropriate body image to the users
who participatein the collaborative activity to represent them to others, as
well as to themselves.

Virtual environment (VE): A computer-synthesized, three-dimensional envi-
ronment in which a plurality of human participants, appropriately inter-
faced, may engage and manipulate simulated physical elements in the
environment, and in some forms may engage and interact with representa-
tions of other humans—past, present, or fictional—or with invented crea-
tures.

Virtual environment modeling: Specification of a VE using concepts and
relationships of aconceptual model.

Virtual reality melting pot: A theory that many related technologies are
mel ding together through mutual advancesin hardware, software, theories,
and methodol ogy into alarger technol ogy for mani pulating human sensesin
virtual, augmented, and real spaces.

Virtual world: The class of media experiences that provide a sense of
immersion and closure.

Virtuality: A sense of being engaged with non-physically present entities
through material mediation in theimmediate real world.
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